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CHAPTER-I
INTRODUCTION

1.1 Nanoscience and Nanotechnology

The word nanoscience refers to the study, manipulation and engineering of matter,
particles and structures on the nanometer scale(one millionth of a millimeter, the scale of
atoms and molecules). Important properties of materials, such as the electrical, optical,
thermal and mechanical properties, are determined by the way molecules and atoms
assemble on the nanoscale into larger structures. Moreover, in nanometer size structures
these properties are often different than on macroscale, because quantum mechanical

effects become important.

Nanotechnology is the application of nanoscience leading to the use of new
Nanomaterials and nanosize components in useful products. Nanotechnology will
eventually provide us with the ability to design custom made materials and products
with new enhanced properties, new nanoelectronics components, new types of
“smart” medicines and sensors and even interfaces between electronics and biological

systems.

Nanosciences and nanotechnologies are leading to a major turning point in our
understanding of nature. Such a force has its consequences or in the words of a famous
fictional character: every force has its dark side. Our future depends on how we use new
discoveries and what risks they bring upon humanity and our natural environment. The
nanoworld is the intermediary between the atom and the solid, from the large molecule
or the small solid object to the strong relationship between surface and volume. Strictly
speaking, the nanoworld has existed for a long time and it is up to chemists to study the

structures and properties of molecules.

These newborn scientific disciplines are situated at the interface between Physics,
Chemistry, Materials science, Microelectronics, Biochemistry and Biotechnology.
Control of these disciplines therefore requires an academic and multidisciplinary

scientific education.




1.2 Importance of Nanomaterials

Nanomaterials are special for several reasons, but for one in particular is their size.
Nanomaterials are up to 10000 times smaller than the width of a human hair. And this tiny
size makes them very valuable for all kinds of practical uses. Nanomaterials also exhibit

shape dependent properties that are useful for applications such as
e catalysis,
e data storage,
e  optics.
Reduction of size affects various properties such as,
e melting point,
e band gap,
e reactivity,
e mechanical properties,
e optical properties,
e magnetic properties,
e clectrical and electronic properties.

Nanoengineered materials can be designed to have greater structural strength,
chemical sensitivity, conductivity, or optical properties. All of these have great

potential in the field of engineering.

One of the most well-known and exciting development that is emerging thanks to the
study of nanomaterial is the application of carbon nanotubes. Carbon nanotubes are also
extremely light, making them the perfect material for the construction of next- generation
aircraft, cutting the weight of a commercial jet by around 20 %. The huge surface area of

carbon nanotubes allows them to be used as the electrodes in batteries




and capacitors, providing better electrical and mechanical stability than other materials

which have previously been used.

Nanomaterials can be used as lubricant additives, having the ability to reduce
friction in moving parts, worn parts can even be repaired with self-assembling

nanoparticles.

Developments like this give us more control over the materials we work with,
unlocking new potential and new functions that can change the way we approach

engineering problems.

1.2.1 Types of Nanomaterials
Nanomaterials could be organised into four types
e (Carbon Based Materials
e Metal Based Materials
e Dendrimers
e Composites_

Carbon Based Materials

These nanomaterials are composed of mostly of carbon, most commonly
taking the form of hollow spheres, ellipsoids,tubes.Spherical and ellipsoidal carbon

nanomaterials are referred to as fullerenes,while cylindrical ones are called nanotubes.

Metal Based Materials

These nanomaterials include quantum dots ,nanogold,nanosilver and
metal oxides, such as titanium dioxide. A quantum dots is a closely packed

semiconductor crystal.




Dendrimers

These nanomaterials are nanosized polymers built from branched units. The
surface of a dendrimer has numerous chain ends, which can be tailored to perform specific

chemical functions.

Composites

Composites combine nanomaterials with other nanoparticles or with

larger, bulk type materials.

1.2.2 Classification of Nanomaterials

According to the structure, nanomaterials are classified into two major groups as
Consolidated materials and Nanodispersions. Consolidated nanomaterials are further

classified into several groups.

For the nanomaterials, the size is an important physical attribute.Nanomaterials are often

classified depending upon the number of their dimensions fall under nanoscale.

Nanomaterials

e o N P

Zero dimension one dimension | Two dimension | | Three dimension

Fullerenes *Nanotubes *Nanodiscs  *Embedded clusters
*Quantumdots  *Fibres and filaments  *Nanolayers *Equiaxed crystallites
*Rings *Whiskers and belts
*Atomic clusters  *Spirals and springs

Fig 1.1 Classification of naomaterials




1.2.3 Applications of Nanomaterials

After more than 20 years of basic nanoscience research, applications of nanotechnology
are delivering in both expected and unexpected ways on nanotechnology’s promise to

benefit society.

Nanotechnology is helping to considerably improve, even revolutionize, many technology
and industry sectors: information technology, homeland security, medicine, transportation,
energy, food safety, and environmental science, among many others. Described below is a
sampling of the rapidly growing list of benefits and applications of nanotechnology.

Using nanotechnology, materials can effectively be made stronger, lighter, more durable,
more reactive, more sieve-like, or better electrical conductors, among many other traits.
Many everyday commercial products are currently on the market and in daily use that rely

on nanoscale materials and processes:

o Nanoscale additives or surface treatments of fabrics can provide lightweight
ballistic energy deflection in personal body armor, or can help them resist
wrinkling, staining, and bacterial growth.

e (lear nanoscale films on eyeglasses, computer and camera displays and other
surfaces can make them water- and residue-repellent, self-cleaning, resistant to
ultraviolet or infrared light, antifog, antimicrobial.

o Nanoscale materials are beginning to enable washable, durable “smart fabrics”
equipped with flexible nanoscale sensors and electronics with capabilities for
health monitoring.

o Lightweighting of cars, trucks, airplanes, boats, and space craft could lead to
significant fuel savings.

e Nanoscale additives in polymer composite materials are being used in baseball
bats, tennis rackets, bicycles, motorcycle helmets, automobile parts, luggage,

and power tool housings, making them lightweight, stiff, durable, and resilient.




e Carbon nanotube sheets are now being produced for use in next-generation air
vehicles. For example, the combination of light weight and conductivity makes
them ideal for applications such as electromagnetic shielding and thermal

management.

1.3 Cuprous Oxide

Copper(I) Oxide is also called as cuprous oxide an inorganic compound with the
chemical formula Cu,O. It is covalent in nature. Copper(I) oxide crystallizes in a cubic
structure. It is easily reduced by hydrogen, when heated It undergoes disproportionation in
acid solutions producing copper(Il) ions and copper. When the cupric oxide is gently heated
with metallic copper, it is converted into cuprous oxide. It acts as a good corrosion
resistance, due to reactions at the surface between the copper and the oxygen in air to give

a thin protective oxide layer

1.3.1 Properties of Cuprous Oxide

Chemical Properties

Copper(I) oxide reacts with water in the presence of oxygen forms copper(Il) hydroxide.
The chemical equation is given below.

2Cu20 + 4H20 + Oz — 4Cu(OH):

Copper(I) oxide reacts with hydrogen chloride forms Copper(I) chloride and water.

The chemical equation is given below.

Cuz20 + 2HCI — 2CuCl + H20

Physical Properties

e No odour

e Red coloured solid

e Insoluble in water

e (Covalent bond unit-3



https://byjus.com/chemistry/copper/
https://byjus.com/chemistry/hydrogen-chloride/

Molar mass-143.09g/mol

Density-6g/cm’

1.3.2 Structure of Cuprous Oxide

Fig 1.2 Structure of Cuprous Oxide




1.3.3

Applications of Cuprous Oxide

Copper compounds are crucial for major areas of application, basically due to the

biological impact of small amounts of copper. The key applications of cuprous oxide are

as follows:

Copper is used in the form of cuprous oxide as a coating for the hulls of ships to
prevent algae growth

It is indispensable as a trace element in animal foodstuffs.

Used as a p-type semiconductor material that was used to make photocells for
light meters and fabricate rectifiers.

Also used as a fungicide and seed dressing.

Other applications (e.g., the manufacture of catalysts or pigments) are presently

quantitatively small.

1.4 Literature Review

1.

A.Erroh,A.M.Ferraria(2015), grew Cu,0 nanoparticles bound to cotton fibres

The method is based on a mild surface oxidation of cellulose fibres to generate in a
controlled way carboxylic groups acting as a binding site for the adsorption of Cu**
via electrostatic coordination. Then, the adsorbed Cu** ions were readily converted
into Cu20 by dipping the treated cotton fibres into a aqueous solution of a reducing
agent. The morphology of the ensuing Cu2O nanoparticles was shown to be
dependent on the reducing agent used.The hybrid cotton—CuO was shown to
exhibit good antibacterial properties.

Ling-I Hung,Peidong Yang(2010),produced hollow Cu,0O nanoparticles at room
temperature.Monodisperse Cu2O nanoparticles (NPs) are synthesized using
tetradecylphosphonic acid as a capping agent. Dispersing the NPs in chloroform
and hexane at room temperature results in the formation of hollow Cu2O NPs. The
monodisperse Cu2O NPs are used to fabricate hybrid solar cells with efficiency of
0.14% under AM 1.5 and 1 Sun illumination

Chao Yin Kuo,Chueh-Ying Pai(2012), synthesized cuprous oxide from copper-

containing waste liquid to treat aqueous reactive dye.A microwave hydrothermal

9



https://www.sciencedirect.com/topics/biochemistry-genetics-and-molecular-biology/antibacterial-activity

method was applied in the synthesis. The highest recovery rate of Cu from
wastewater was 87% and was obtained when the synthesis was performed at a
power of 200 W for 15 min. An RB19 decolorization efficiency of 99.9% was
achieved when the Fenton-like reaction was conducted with 50 mmol/L. H>O> and

0.9 g/L of Cux0.

Haijun Huang,Zhigang Zang (2017)Prepared cubic Cu20 nanoparticles wrapped by
reduced graphene oxide for the efficient removal of rhodamine B CuxO
nanoparticles evenly distributed on reduced graphene oxide (rGO) to form
Cu20/rGO nanocomposites were fabricated by a facile in-situ wet-reduced method.
Cu20/rGO nanocomposites exhibited an excellent photocatalytic activity under
visible light irradiation.

Manoj Devaraj,Santhalakshmi Jeyadevan(2016)Fabricated novel shape CuO
nanoparticles modified electrode for the determination of dopamine and
paracetamol they demonstrated and compared the synthesis of Cu,O nanoparticles
via thermal decomposition method using a combination of oleic acid and
oleylamine and oleic acid alone. The Cu2O nanoparticles stabilized by oleic acid
alone exhibit excellent electrochemical enhancement in the peak current
response.CuoO on MWCNTSs modified electrode shows excellent electrochemical
Sensor.

Mohammad Aslam,W.Vogel(2001)Formed Cu;O Nanoparticles by Variation of
the Surface Ligand The optical absorption spectrum (Amax=289 nm) is found to be
invariant with the nature of the capping molecule while the particle shape and
distribution are found to depend strongly on it. Despite the variation in particle size
and relative stability, nanoparticles have been found to form oxides after a few days
Manab Mallik,Himadri Roy(2019),synthesized Cuprous Oxide by aqueous
precipitation method for the production of low-cost conductive ink, which is
suitable for a printed, electronic application. The major drawback of copper ink,is
rapid oxidation The Cu20 nanoparticles show an absorption band at 650 nm with a
bandgap of 2 eV. The contact angle measurement suggests that the as-prepared

ethanol-based CuzO ink has excellent wettability on a glass substrate.

10



https://www.sciencedirect.com/topics/materials-science/nanoparticles
https://www.sciencedirect.com/topics/materials-science/reduced-graphene-oxide

8. Jinxia Shu,Wei Zhang(2014),prepared Polyhedral cuprous oxide nanoparticles
(Cu20 NPs) with rough surfaces by a one-pot sonochemical precipitation method.
The prepared Cu,O NPs exhibited remarkable adsorption properties toward Congo
Red(CR). CR adsorption onto Cu;O is a spontaneous, endothermic and
chemisorption process. The Cu,O NPs show unprecedented adsorption capability

toward Congo red.

1.5 Objectives

e To give an overview of the preparation of Cu>O Nanoparticles.

e To synthesize the pure cuprous oxide nanoparticles by chemical precipitation
method.

e To realise the potential applications at nanoscale.

e To review on some unique properties and applications of Cu,O nanostructures.

e To provide a critical discussion of the synthesis of Cu,O nanostructures..

e To analyse the purity level of the synthesized Cu>O nanoparticles.

11
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CHAPTER 11

EXPERIMENT

2.1 Synthesis of Nanoparticles

Nanoparticles are typically synthesized from a
e top-downor

e bottom-up approach

2.1.1Top down approach

In Top-down method, a bulk material is physically broken down to make smaller

molecules
The method include

o milling,

o laser ablation,

o spark ablation.

o chemical etching

o electro-explosion

Top-Down Bottom-Up

- | N
| l > |:" > ‘ & & & © J"\ _Q

Bulk Material Powdered Material Nanoparticles Clusters Atoms

Fig 2.1 Top down & Bottom up approach

13



https://www.nanoscience.com/techniques/nanoparticle-synthesis/#sparkablation

2.1.2 Bottom up approach.

A bottom-up approach relies on nucleating atomic-sized materials into the eventual

nanoparticles
Some common methods include the

o Turkevich method (citrate reduction),
o  gas phase synthesis,
o block copolymer synthesis,

o microbial synthesis

In many of these methods, the main objective is to reduce the cost of chemical
synthesis and to produce materials for technological applications. We have synthesized
Cu20 nanoparticles by chemical precipitation process which is a simple cost- effective

method since the starting materials are few and inexpensive.

2.2 Chemical Precipitation Method

In precipitation method, the ionic metals are converted to an insoluble form
(particle) by the chemical reaction between the soluble metal compounds and the
precipitating reagent. The particles formed by this reaction are removed from the solution

by settling and filtration.

The unit operations typically required in this technology include neutralization,
precipitation, coagulation/flocculation, solids/liquid separation, and dewatering. The
effectiveness of a chemical precipitation process is dependent on several factors including
the type and concentration of ionic metals present in solution, the precipitant used, the
reaction conditions (especially the pH of the solution), and the presence of other

constituents that may inhibit the precipitation reaction.

14




The most widely used chemical precipitation process is hydroxide precipitation, in which
metal hydroxides are formed by using Calcium hydroxide or Sodium hydroxide as the

precipitant.

2.3 Preparation of Cuprous Oxide Nanoparticles

The experiment was done with 0.8525g of cupric chloride dihydrate along with 4g of
NaOH and 3.4745g of hydroxyl amine hydrochloride. Each of the substances were
dissolved separately in distilled water and solutions of 200 ml separately and 20 ml
separately were prepared. NaOH solution was taken in a burette and was allowed to drip
into the cupric chloride dihydrate solution that was at constant stirring. On completion of
the dripping process, the solution mixture NaOH and cupric chloride dihydrate was kept at
constant stirring for 15 minutes, blue suspension was obtained. Now the burette again was
filled with hydroxyl amine hydrochloride solution and was now allowed to drip into the
blue suspension obtained from the previous stirring. On completion of the dripping process,
the solution was kept at constant stirring for 15 minutes. And finally brick red suspension
was produced. It was left undisturbed for one hour. The suspended particles was filtered

and dried for 12 hours in atmospheric air and then powdered using mortar and pestle.

Fig 2.2 Pure Cu20 Nanoparticles

15




2.4 Flowchart

3.4745¢ of
NH4OH.HCI

is dissolved in 100
ml of distilled

1l

Stir constantly for
10 minutes.

0.8525¢ of
CuCl2.2H20 is
dissolved in 20 ml of
distilled water.

49 of NaOH is
dissolved in 100 ml
of distilled water.

il

Stir constantly for
10 minutes.

U

Constantly stirred
in magnetic

T

10 ml of
NH4OH.HCL is
added in drops.

U

10 ml of NaOH
is added in
drops.

chirrar —
Stitret
|

Blue suspension is
obtained.

-

Colour changes from blue to
brick red.

-

Left undisturbed for one
hour.

-

The suspension is allowed to
settle and the precipitate is

ll

Precipitate is filtered and dried for
12 hours in atmospheric air and
then powdered.

U

Brick red powder Cu20 is
obtained.
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CHAPTER III
MATERIALS AND METHODS

3.1 Chemicals

All the chemicals and reagents used in the present study were of analytical grade
and were used as received without further purification. Cupric chloride dihydrate
(CuCL.2H20, 99.9%, Sigma-Aldrich), Hydroxylamine hydrochloride (NH>OH.HCI,
98.0%, Loba Chemie), Sodium hydroxide (NaOH, 98%, Loba Chemie), Methanol
(CH30H, 99%, Merck) and Ethanol (CoHsOH, 99%, Merck). Double distilled water was

used in all the experiments.

|b-)

2 Experimental Section

3.2.1 Synthesis of SDBS capped Cu;O nanostructures:

In a typical synthesis, 0.8525g (0.5 M) of cupric chloride dihydrate (CuCl,.2H>O)
was dissolved in 10 mL of deionized water at room temperature and subjected to gentle
stirring for 30 minutes to ensure complete dissolution. After obtaining a homogenous
solution, 10 mL of 1 M NaOH solution was added dropwise under constant stirring to the
mixture placed in a water bath set at 305 K (32 °C) while a blue precipitate of Cu(OH)> was
produced. The resulting solution was stirred for 1 h and then 10 mL of 0.5 M solution of
the reducing agent hydroxylamine hydrochloride, was added drop-by-drop as the solution
is being stirred vigorously. The colour of the solution turning ochre or brick red gradually
after the addition of reducing agent indicates the formation of Cu2O. The obtained
precipitate was left undisturbed for 1 h and then centrifuged at 3000 rpm, washed several
times with ethanol and redispersed in methanol for further analysis.

Hydroxylamine as the reducing agent:

The reducing agent hydroxylamine is environmentally benign and involves the
formation of by-product nitrogen gas, which liberates during the course of the reaction as
shown below,

2[Cu(OH)4]* + 2NH,OH —  CupOJ + Na + SHpO + 4 "OH ~-mmmemmmmemmmeeeeeee (1)




The redox reactions involved in the above synthesis at alkaline medium are given below
2NH20H@g) @ Nagg) + 2H20g) + 2H  (ug) + 2€° E°=43.04V --commmmmmeee- )
Cu2+(aq) +e¢ =Cu* (aq) E°=+40.15 Vomrmmmmmmeee 3)

3.3 Characterization Techniques

3.3.1 X-ray Diffraction

The powder X-ray diffraction patterns were acquired at room temperature on a
PANalytical X'Pert Pro X-ray diffractometer using Cu K, radiation equipped with an
X'Celerator detector in the continuous scanning mode. The samples were scanned over the
angular range of 26 = 10°-80°with a step size of 0.02° and acquisition time of 0.5s per step.

The peak width varies inversely with crystallite size and microstrain and is more
pronounced at higher 20 angles. Therefore, the average crystallite size (L) of the
nanostructures can be calculated from the extent of line broadening in the high intense peak
using Scherrer equation, [2]

L=0.94 1/ P2 cosH

where B¢ is the full width at half maximum (FWHM) of the peak after correcting

for instrumental line broadening, 0 is the angle of incidence or Bragg Angle, A (= 1.5406

A) is the wavelength of the X-ray used.

3.3.2 Scanning Electron Microscopy

Scanning electron microscopy (SEM) images of the samples were obtained using
field emission scanning electron microscope (FE-SEM) Quanta FEG 250 operated at an
accelerating voltage of 20 kV equipped with energy dispersive X-ray spectrometric (EDS)
detector. Samples were prepared by placing 2 or 3 drops of the dilute dispersion of the
nanostructures in ethanol on the conductive carbon tape and left to drying at room

temperature in vacuum.




3.3.3 Disk diffusion Assay

The anti-bacterial activity of the samples were evaluated against gram positive
(Staphylococcus aureus and Bacillus subtilis) as well as gram negative bacterial strains
(Escherichia coli and Pseudomonas aeruginosa) by agar diffusion method adhering to the
recommendations of the Clinical and Laboratory Standards Institute (CLSI). In a typical
assay, the stock cultures of bacteria were revived by inoculating in broth media and grown
at 360 K for 18h. The agar plates of the above media were prepared and wells were made
in the plate. Each plate was inoculated with 18h old cultures (100 uL, 10* CFU) and spread
evenly on the plate. And now the diluted dispersion of the nanostructures at a single
concentration and the antibiotic ciprofloxacin were filled on the wells after 20 minutes of
inoculation. Subsequently, the plates were incubated at 360 K for 24 h and the diameter of

inhibition zone (mm) was measured.

20
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CHAPTER IV
RESULTS AND DISCUSSIONS

4.1 Structural Characterization

The phase purity and crystal structure of the as-synthesized samples were analysed
from the powder X-ray diffraction patterns recorded between the 20 range 20°- 80° and is
shown in Fig. 4.1 & 4.2. All the diffraction peaks (Fig. 4.1) can be readily indexed to the
cuprite crystal structure (space group: ) of CuxO having lattice constants a=b =c =

4.267 A and are in accordance with those reported in literature (JCPDS Card No. 05-0667).

Intensity (a.u.)

(110)
PP BT OmOr O e O—0 (111)
e e (200)
(220)

20 (degree)
Fig. 4.1 Powder X-ray diffractogram of the as-synthesized Cu2O nanocrystals.

The diffraction peaks with 20 values 29.6°, 36.5° 42.4°, 61.4°, 73.6° and 77.5°
correspond to the crystal planes (110), (111), (200), (220), (311) and (222) of the cubic
phase ** of Cu,0 respectively. Moreover, no distinct peaks of any impurities such as copper
or other copper oxides were detected in the diffraction pattern implying the high purity of

the sample. The broadening of diffraction peaks could be ascribed to the small crystallite

size and the resulting strain in the crystal lattice.

22




Table 1. Crystallographic parameters of prepared Cu20O nanostructures prepared

with the reducing agents (a) Hydroxylamine (b) L-Ascorbic acid (c¢) D-Glucose.

Crystal plane d-spacing (A) Relative
Intensity (%)
29.66° (110) 3.0113 7.41
36.52° (111) 2.4601 100.0
0
42.40° (200) 2.1318 30.70
61.47° (220) 1.5082 19.85
73.61° (311) 1.2867 11.56
77.53° (222) 1.2312 2.48

4.2 Microstructural Characterization

4.2.1 SEM Characterization:

The morphology and surface topography of the Cu,O nanostructures was examined
by performing scanning electron microscopy. Figure 4.2 presents the panoramic view of
the as-obtained nanostructures and the morphology of the sample is observed to be rhombic
dodecahedral in nature all through the sample.The magnified view of a selected area of the
sample, in figure 4.2(b) and 4.2(c), shows that the morphology of the nanostructures is
found to be uniform with the grain size ranging between 200-250 nm. The elemental
composition of the sample was investigated employing energy dispersive X-ray
spectroscopy analysis, which confirms the presence of copper and oxygen with slight

oxygen deficiency.

23




| Element Wt % At % |
OK 06.95 2298
Cuk 9162 76.32

1"

" 4

o
100 200 300 400 500 600 700 000 00 000 10 1200 1
Loergy - keV

Fig. 4.2(a), (b) and (c) Representative scanning electron micrographs of Cu>O
nanostructures prepared using NH>,OH at different magnifications (d) EDX

Spectrum of Cu20 nanostructures.

The elemental composition of the sample (Fig. 4.2 (d)) was investigated employing
energy dispersive X-ray spectroscopy analysis, which confirms the presence of copper and
oxygen with slight oxygen deficiency (Table 1).

Table 2: Elemental composition of Cu20 and Ag-CuO from EDAX spectra

NPs Elements Wt % At %

0) 06.95 22.98
Cu 91.62 76.32

24




4.3 Anti-Bacterial Assay

The anti-bacterial activity of Cu>O nanostructures were tested against four bacterial
strains namely Staphylococcus aureus, Bacillus subtilis, Escherichia coli and
Pseudomonas aeruginosa, where the former two microorganisms are gram positive and the
rest of them two are gram negative ones. The control employed in our experiments is the
well-known fluoroquinolone antibiotic, ciprofloxacin, owing to its broad spectrum of

activity against both gram-negative and gram-positive bacteria.

Diameter of the inhibition zone (mm)
Nature of Sample Gram positive bacteria Gram negative bacteria
Staphylococcus Bacillus Escherichia Pseudomonas
aureus subtilis coli aeruginosa
Cuprous Oxide
nanostructures 6 7 6 11

Table 3. Diameter of inhibition zone observed for Cu2O heteronanostructures

The diameter of the inhibition zone in case of the control for the bacterial species
S.aureus, B.subtilis, E. coli and P.aeruginosa are 37, 38, 40 and 33 mm respectively. It is
quite clear from the table that CuoO nanostructures have shown appreciable growth

inhibiting effects for P.aeruginosa compared to other bacterial strains.
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CHAPTER V
CONCLUSION

5.1 Summary

The cuprous oxide nanoparticles were successfully synthesized by chemical precipitation

method.

The crystal structure and phase purity of the synthesized sample were analyzed from X-

ray Diffraction patterns.
No distinct peaks of impurities were detected, implying the high purity of the sample.
Moreover it is found that the peaks width varies inversely with the crystallite size.

The morphology and surface topography of the Cu,O nanostructure were examined by

scanning electron microscope.
The morphology of the sample is found to be rhombic dodecahedral in nature

Using X-ray spectroscopy analysis the presence of copper and oxygen with slight

oxygen deficiency was determined.
Cu20 nanostructure has shown appreciable growth inhibiting effects in bacterial strains.

The synthesis of cuprous oxide wasn’t a complex process. The knowledge we gained

through it has widen our minds.

Numerous prospective benefits for health and the environment are being offered by

nanotechnology.

We hope and wish to explore more about it in the future.
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ABSTRACT

Mapping of water bodies, soil and vegetation region from satellite imagery
has been widely explored in the recent past. Remote sensing images have wide
application. One of the most important applications is classification of lands.
Land use and land cover is an important parameter for development planning.
Major problem with the study area which are identified as are (i) Rapid Growth
of Population and (i) Unplanned growth of the city both horizontally in all
direction and vertically also. These problems can be solved with the study of
Remote Sensing and GIS. Six major land use classes identified and mapped for
the study area are cultivated land, Salt pans, Barren land, Shrubs, Settlement
area and Water bodies. This study observed that cultivated land is dominant in
Thoothukudi and its surroundings followed by salt pans. The study recommends
the use of satellite imageries for future environmental monitoring studies and it
1s profitable for the urban planning authorities of Thoothukudi. It is reported
that, this study is very valuable in mapping and computing the extent of urban

area in different time periods.
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1. Introduction:

The coast is a unique environment where land, sea and atmosphere interact and
interplay continuously influencing a strip of spatial zone defined as coastal
zone.coastal zones are the areas having the influence of both marine and terrestrial
processes. Coastal zones are the most fragile, dynamic and productive ecosystem and
are quite often under pressure from both anthropogenic activities and natural
processes.It supports a large amount of floral and faunal biodiversity. Coastal Zone is
endowed with a very wide range of habitats such as coral reefs, mangroves, sea
grasses, sand dunes, vegetated stungle, mudflats, salt marshes, estuaries, lagoons etc.,
which are characterized by distinct biotic and abiotic processes. Thoothukudi is one
of the most famous coastal area.Thoothukudi is traditionally known for pearl fishing
and shipping activities, production of salt and other related business. This is a port
city in the southernregion of Tamilnadu.
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Thoothukudi experience remarkable changes in land use and land cover
featuresdue to impacts of marine and terrestrial factors and human activities Due to
anthropogenic activities, the earth surface isbeing significantly altered and man’s
presence on the earth and his useof land has had a profound effect on the natural
environment.L.and is becoming a scarce resourcedue to immense agricultural and
demographic pressure. The changes in land use and land cover due to various
physical, climatic and socio-economic factors are directly influencing the socio-
economic status of local people along the coastal area in space and time. Rapid growth
of population, urbanization and tourism developmental activities are altering the
existing state of land use and land cover features. The land use changes without
considering environmental sustainability is increasing the demand forland resources
like agriculture, minerals, soil and water. Increasing of population and climatic
variability produces pressure on the landuse and land cover (LULC) causing the
greatest environmental impact on vegetative cover, shoreline change, landform
degradation, loss of biodiversity, seawater intrusion and groundwater pollution,
deterioration of soils and air along the coastal regions Nowadays, the rate of demand is
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exceeding than the rate of earth causes more serious long-term sustainability issues along the
coastal regionsin worldwide. Thus, maintaining the capacity of the land to sustain that
demand will remain of fundamental importance

Hence, information on landuse and land cover and possibilities of their
optimal use is essential for the selection, planning and implementation of land use
schemes to meet theincreasing demands for basic human needs and welfare. This
information could assist in monitoring the dynamics of land use resulting out of
changing demands of increasing population. Remote Sensing plays a key role in
providing the land coverage mappings and classification of land cover features which
mainly includes vegetation, roads, water bodies etc.

The LULC change analysis provides a primary information for sustainable
coastal zone management therefore, it is very essential for obtaining the reliable
information in order to support proper coastal resource management planning in
national or regional scale under immense population pressure. The integrated remote
sensing and GIS techniques provide a successful platform for mapping the LULC
features of Thoothukudi.A chief use of remotely sensed data is to produce a
classification map of the features and classes of land cover types in Thoothukudi.
Water, Soil and Vegetation are essential component of ecosystems for the
sustainability of life on earth. They balance ecosystem and maintain climate variation,
carbon cycling, etc. It is equally important to humans and other forms of life.The
identification can be useful in various ways, such as estimation of water areas,
demarcation of flooded regions, wetland inventories, change detection, and so on.The
availability of water helps in the estimation of agricultural land irrigation, productivity,
hydropower energy and many others.

Soil surveys are the main information source for sustainable agriculture and
land use management. Soil survey mapping units are defined by the soil properties that
affect management practices, such as drainage, erosion control, tillage and nutrition,
and they involve the whole soil profile. Vegetation survey defines vegetation types and
helps to understand differences among them, which is essential for both basic
ecological research and applications in biodiversity conservation and environmental
monitoring. Landsat satellite sensors have been used for land use classification and
water body identification. It is necessary to explore the inputs based on the UGCS
Landsatimages. By using reflectance bands from Landsat 8 OLI imagery it is easy to
analyse the waterand soil regions from the Landsat images

This project therefore examines the relevance of some land use and land cover
classification in Thoothukudiderived from multi-temporal remotely sensed data (
Landsat images , UGCS satellite images) and their contributions to the emerging
patternsin global land cover and land use studies and to map dynamically and monitor
the land use/cover change and to analyse the changes
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2. Literature review:

C. P. Lo, D. A. Quattroci & J. C. Luvall (2010) have studied day and
night airborne thermal infrared image data at 5 m spatial resolution acquired with the
15-channel Advanced Thermal and Land Applications Sensor (ATLAS) over
Alabama, Huntsville .These images were used to study changes in the thermal
signatures of urban land cover types between day and night. This research also
examined the relation between land cover irradiance and vegetation amount, using
the Normalized Difference Vegetation Index (NDVI), obtained by rationing the
difference and the sum of the red and reflected infrared ATLAS data.The high-
resolution thermal infrared images match the complexity of the urban environment,
and are capable of characterizing accurately the urban land cover types for the
spatial modeling of the urban heat island effect using a GIS approach.

NorsalizaUsali & Mohd Hasmadi Ismail (2010) have studied the
application of remote sensing and GIS specifically in monitoring water quality
parameter such as suspended matter, phytoplankton, turbidity, and dissolved
organic matter. Potential application and management was identified in promoting
concept of sustainable water resource management. Remote sensing and GIS
technologies coupled with computer modelling are useful tools in providing a
solution for future water resources planning and management to government
especially in formulating policy related to water quality.

M. Palaniyandi (2014) has used Remote Sensing and GIS for spatial
prediction of vector-borne diseases transmission. The nature of the presence and the
abundance of vectors and vector-bome diseases, disease infection and the disease
transmission are not ubiquitous and are confined with geographical, environmental
and climatic factors, and are localized. The presence of vectors and vector-borne
diseases is confined and fuelled by the geographical, climatic and environmental
factors including man-made factors. They gave the detailed information on the
classical studies of the past and present, and the future role of remote sensing and
GIS for the vector-borne diseases control.

Savita P. Sabale ,Chhaya R. Jadhav (2015) have studied about the
hyperspectral image classification methods in remote sensing. They given a current
approach for classifying hyper spectral images based on supervised, unsupervised
and semi supervised classification methods. They havealso discusses, issues and
prospect to conduct hyper spectral image classification to acquire good
classification results.

ShakhislamUzakbaevichLaiskhanov(2016) have studied about the
dynamics of soil salinity in irrigation areas. Based on computer analysis of
LANDSAT images they determined that soil salinity has increased due to
significant decrease of the area of non-saline soil by 41.5% and increase of the areas
of low and moderately saline soils by 34.9%, also regions with heavily saline soils
at 6.6%.

ImasSukaesih, SitanggangNalar and others (2016) have determined the
sequential 21 patterns of hotspot occurrences and classified satellite image dataand
identified the fire spots. Their study showed that, about 72.62% and 87.50%
hotspots sequentially occurred in Pulang Pisau and Palangkaraya, respectively.
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Those hotspots are considered as fire spots that become strong indicator for
peatland fires.

Han Liu, Lin He,Jun Li(2017) have studied about the classifications
based on convolutional neural networks with two-fold sparse regularization. They
introduced a new two-fold sparse regularization method for remote sensing image
classification. Their experimental results are conducted with three types of remote
sensing data: hyperspectral images, multispectral images and synthetic aperture
radar (SAR), suggesting that the proposed framework achieves excellent
classification performance in all cases

Ying Li, Haokui Zhang and the others (2018) have reported that the
earth observation technology using RS data having been widely exploited in both
military and civil fields. They have briefly introduced a number of typical DL
models that may be used to perform RS image classification, including: CNNs,
SAEs and DBNs. They have systematically reviewed the state-of-the-art DL
approaches for RS image classification.

Mercedes.EPaoletti, Juan.H, and the others(2018) have studied about
the Deep and Dense conventional Neural Network for hyper spectral image
classification. They newly proposed framework which introduced shortcut
connections between layers, in which the feature maps of inferior layers are used as
inputs of the currentlayer, feeding its own output to the rest of the upper layers.
Their experimental results with four well-known HIS datasets reveal that the
proposed deep and dense CNN model is able to provide competitive advantages in
terms of classification accuracy when compared to other state-of —the-methods for
HIS classification

Mario Benincasa,Federincofalcinini and others (2019) have studied
about the synergy of satellite in remote sensing. They focused on mesoscale and
sub-mesoscale processes, such as coastal currents and river plumes.They computed
the divergence of this flux. The divergence field thus obtained shows how the
aforementioned mesoscale processes distribute the sediments.

Ajay Singh(2019) has used remote sensing and GIS techniques for
managing the environmental problems of waste disposal. An indication of the waste
disposal problems and its management alongside the ramifications of the analysisis
discussed. The background and rationale of the waste disposal problems are
detailed. The applications of remote sensing and GIS in waste management
modeling are presented and applications of these techniquesin diverse case studies
worldwide are described. The study reveals that the efficiency of waste
management system can be maximized by the proper use of remote sensing and GIS
techniques. The study also revealed that these techniques are most commonly used
for siting the landfill and waste bin for waste disposal and evaluation of
environmental impact of buried waste.

S. Meivel& S. Maheswari(2020) have made the analysis of drone
remote sensingusing NDVI and NIR sensor in amultispectral view of agricultural
land. Irrigation techniques followed the treatment of the plant within continuous
data per second. The implemented view focused only on growth controlling of plant
in-depth irrigation between 30 and 90 cm in 60% deviation. NDVI, green
normalized difference vegetation index (GNDVI), soil brightness index (SBI),
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green vegetation index (GVI), degree of yellow vegetation index (Y VI), nitrogen
sufficiency index (NSI), perpendicular vegetation index (PVI), transformed
vegetation index (TVI), soil adjusted vegetation index (SAVI) and vegetation
condition index (VCI) vegetation indices are used to the correlation of plant growth
control with managing leaf strength and import python packages display the
Vegetation various Real-time valuein QGIS. They have provided a drone survey
analysis of compost percentage and vegetation indices of agricultural land
Dylan& S. Davis(2020) have studied about the geographic disparity in
Machine Intelligence for Archaeological Remote Sensing Research. Computational
methods have expedited the rate of archaeological survey anddiscovery viaremote
sensing instruments. They investigated the degree of disparity and some potential
reasons for geographical imbalance. Analyses from Web of Science and Microsoft
Academic searches have revealed that there is a substantial differencebetween the
Global North and South in the output of machine intelligence remote sensing
archaeology literature. They have also studied about the regional imbalances.
AbhilashPerisetty,SaiTejaBodempudi and others(2020) have
classified hyperspectral images using Edge Preserving Filter and Nonlinear Support
Vector Machine. They have given a methodology to extract rich information from
the hyperspectral images. This research work was tested on the standard dataset
Indian Pines. The performance of the proposed method on this dataset has been
assessed through various accuracy measures. The accuracies are 96 %, 92.6%, and
95.4%. over the other methods. This methodology can be applied to forestry
applications to extract the various metrics in the real world
GerritHuunemna and Lucas Broekema(2020) have studied about the
classification of multi-sensor Data using a combination of Image Analysis
Techniques. They have classified an area with optical and microwave data as
input. The optical datahas been acquired by the SPOT satellite in multi-spectral
mode and the microwave data has been acquired by the ERS-1 and ERS-2
satellites in singlelook complex mode. The coherence map has created based on
the correlation of two complex SAR data sets. Indication the level of correlation,
this map provides information about the relation between groundcover and
temporal changes.

3. Study area:

Thoothukudi 1is located strategically close to the East-West
international sea routes on the South Eastern coast of India. It is a coastal town with
a sea port and has been recently upgraded as Corporation. The study area spreads
over a geographical area of 358 km? and lies between 8°39'-8°51'N and 78°57'-
78°12°E ... The city lies on the Gulf of Mannar of the Indian Ocean, about 25 miles
(40 km) east of Tirunelveli, to which it is connected by road and rail.
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In general the study area is an undulating topography with general slope towards east
.The drainage network in the district is constituted by therivers originating in Western
Ghats and Tamilnadu uplands and flowing towards the Bay of Bengal. Few streams
originate in the hillocks within the district and confluences directly with the sea.
Vaippar(VilathikulamTakuk) and Karamaniyar(Sathankulam Taluk) are the major
rivers draining the area which are ephemeral in nature., Tamiraparani is the major and
perennial river in the district with a mature stage of developmentRich deposits of garnet
and ilmenite sand occurs along the coast part of Thiruchendur Taluk, in Thoothukudi
district. Kayalpatnam, Manappadu, Vaippar, Madhavankurichi, Vembar,
Periyasamypuram and Padukkapathu areas show notable garnet and ilmenite sands
occuurrences.The district is divided into twelve revenue blocks for rural and urban
development. Thetwelverevenue blocks are Thoothukudi, Tiruchendur, Udan gudi,
Sathankulam, Thiruvaikundam, Alwarthirunagari, Karunkulam, Ottapidaram,
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Kovilpatti, Kayathar, Vilathikulam, and Pudur. The district has one municipal
corporation, Thoothukudi, two municipalities, Kayalpattinam and Kovilpatti,
nineteen town panchayats, and 403 panchayat villages

4. Material and methods:

On-screen visual interpretation was used in the current exercise
wherein the GIS LULC vector layer created during the first cycle was overlaid on to the
terrain corrected Resourcesat 2 LISS III imagery acquired during 2019-2020. The
methodology essentially is based on editing the above vector layer for the changed areas
thereby creating the new LULC vector layer for 2019-2020.

4.1 Classifications of land:
4.1.1 Saltpan:

Thoothukudi constitutes 70 percent of the total salt production of Tamil
Nadu and 30 per cent of that of India. Tamil Nadu is the second largest producer of Salt in
India next to Gujarat.Salt not only plays an incredibly important role in sustaining our
daily lives but it has done much to shape the landscape around us — and continues to do so
today. A salt pan is created when pools of seawater evaporate at a rate faster than it is
replenished by rainfall. As the water evaporates, it leaves behind the minerals precipitated
from the salt ions dissolved in the water.Salt is typically the most abundant of these
minerals, accumulating over many thousands of years, giving the surface its hard white
crust.Salt marshes are areas of vegetation often found in sheltered water areas, such as
estuaries or behind land-spits. An estuary creates perfect conditions for salt marshes — a
wide, shallow area of water where a river meets the sea. It contains both fresh water
entering from a river, and salt water replenished twice daily as a result of flooding by the
tidal actions. Salt pans are highly dynamic environments that are difficult to study by in
situ methods because of their harsh climatic conditions and large spatial areas. Remote
sensing can help to elucidate their environmental dynamics and provide important
constraints regarding their sedimentological, mineralogical, and hydrological evolution.
This study utilizes spaceborne multitemporal multispectral optical data combined with
spectral endmembers to document spatial distribution of surface salt in Thoothukudi. Salt
pan evaporite surfaces are common features in arid regions where closed drainage basins
and high evaporation rates favor the development of crusted surfaces mainly composed of
evaporate.

4.1.2 Settlement:

A settlement is a colony or any small community of people.
A settlement is also the resolution of something such as a lawsuit. One kind
of settlement is a place where people live. There are 5 types of settlement classified
according to their patter, these are, isolated, dispersed, nucleated, and linear credit.
An isolated settlementconsists of a single farm or house very remote from any
other one, usually found in farming or hunting rural communities. Dispersed
settlements are ones where the houses are spread out over a wide area. They are
often the homes of farmers and can be found in rural areas. Rural areas are the
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lands used for human settlement of size comparatively less than the urban
settlements of which the majority of population is involved in the primary activity
of agriculture. Theseare the built-up areas, smaller in size, mainly associated with
agriculture andallied sectors and non-commercial activities. They can be seen in
clusters non- contiguous or scattered. Nucleated settlements are towns where
buildings are close together, often clustered around a central point.

4.1.3 Urban area:

An urban area, or built-up area, is a human settlement with a high
population density andinfrastructure of built environment. Urban areas are created
through urbanization and are categorized by urban morphology as cities, towns,
conurbations or suburbs. In urbanism, the term contrasts to rural areas such as
villages and hamlets; in urban sociology or urban anthropology it contrasts with
natural environment..Urban areas are non-linear built up areas covered by
impervious structures adjacent to or connected by streets. This cover is related to
centres of population. This class usually occurs in combination with, vegetated
areas that are connected to buildings that show aregular pattern, such as vegetated
areas, gardens etc. and industrial and/or other areas. (FAO, 2005).1t includes
residential areas, mixed built-up, recreational places, public/ semi-public utilities,
communications, public utilizes/facility, commercial areas, reclaimed areas,
vegetated areas, transportation, industrial areas and their dumps, and ash/cooling
ponds.

4.1.4 Vegetation:

Vegetation is an assemblage of plant species and the ground cover they
provide. It is a general term, without specificreference to particular taxa, life forms,
structure, spatial extent, or any other specific botanical or geographic
characteristicsThese are the areas with standing crop as on the date of Satellite
overpass. Cropped areas appear in bright red to red in color with varying shape and
size in a contiguous to non- contiguous pattern. They are widely distributed
indifferent terrains; prominently appear in the irrigated areas irrespective of the
source of irrigation. It includes kharif, rabi and zaid crop lands along with areas
under double or triple crops. These are the areas under agricultural tree crops
planted adopting agricultural management techniques. Depending on the location,
they are exhibit a dispersed or contiguous pattern. Use of multi-season data will
enable their separation in a better way. It includes agricultural vegetation (like tea,
coffee, rubber etc.) horticultural vegetation (like coconut, arecanut, citrus fruits,
orchards, fruits, ornamental shrubs and trees, vegetable gardens etc.) and agro-
horticultural vegetation.

4.1.5 Shrubs:

A shrub or bush is a small- to medium-sized perennial woody plant. Unlike
herbaceous plants, shrubshave persistent woody stemsabove the ground. Shrubs
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can be deciduous or evergreen. Shrubs are seen at the fringes of dense forest cover
and settlements, where there is biotic and abiotic interference. Most times they are
located closer to habitations. Forest blanks which are the openings amidst forest
areas, devoid of tree cover, observed as openings of assorted size and shapes as
manifested on theimagery are also included in this category. Shrub areas possess
shallow and skeletal soils, at times chemically degraded extremes of slopes,
severely eroded or subjected to excessive aridity with scrubs dominating the
landscape.

4.1.6 Water bodies:

Water covers almost 70% of our Earth. The largest body of water
1s the ocean, while the remaining bodies of water can be subdivided into categories
like glaciers and ice caps ,groundwater ,freshwater and atmospheric water. About
97% of our water resources are saltwater. This category comprises areas with
surface water in the form of ponds, lakes, tanks and reservoirs. Inland water bodies
are the areas that include ox-bow lakes, cut-off meanders, playas, marsh, etc. which
are seasonal as well as permanent in nature. It also includes manmade wetlandslike
waterlogged areas.Coastal waterbodies include estuaries, lagoons, creek, backwater,
bay, tidal flat/mud flat, sand/beach, rocky coast, mangrove, salt marsh/marsh
vegetation and other hydrophytic vegetation and saltpans. Rivers/streams are
natural course of water flowing on theland surface along a definite channel/slope
regularly or intermittently towards a sea in most cases orin to a lake or an inland
basin in desert areas or a marsh or anotherriver. Canals are artificial water course
constructed for irrigation, navigation or to drain out excess water from agricultural
lands.

4.1.7 Barren:

A barren landscape is dry and bare, and has very few plants and no
trees. Barren land consists of soil that is so poor that plants cannot grow in it.
Barren vegetation describes an area of land where plant growth may be sparse,
stunted, and/or contain limited biodiversity. Environmental conditions such as toxic
or infertile soil, high winds, coastal salt-spray, and climatic conditions are often key
factors in poor plant growth and development. Barren vegetation can be categorized
depending on the climate, geology, and geographic location of a specific area.
These are rock exposures of varying lithology often barren and devoid of soil and
vegetation cover.

4.1.8 Forest:

The term forest is used to refer to land with a tree canopy cover of more than 10
percent and area of more than 0.5 ha. Forests are determined both by the presence of trees
and the absence of other predominant land uses. The trees should be able to reach a
minimum height of 5 m .The forest is a complex ecosystem consisting mainly of trees that
buffer the earth and support a myriad of life forms. The trees help create a special
environment which, in turn, affects the kinds of animals and plants that can exist in the
forest. Trees are an important component of the environment. Forests are the dominant
terrestrial ecosystem of Earth, and are distributed around the globe. Forest the areas of tree
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species of forestry importance, raised and managed especially in notified forest areas. The
species mainly constitute teak, Sal, eucalyptus. Mangrove forest are tropical and
subtropical vegetation species that are densely colonized on coastal tidal flats, estuaries
salt marshes etc. This category includes all the areas where the canopy cover/density is
abovel0%.

4.2 Image visualization

For satellite images and scanned black and white aerial photographs the
image domain is used. Pixels in a satellite image or scanned aerial photograph
usually have values ranging from 0-255. The values of the pixels represent the
reflectance of the surface object. Theimage domain is in fact a special case of a
value domain. Raster maps using the image domain are storedusing the ‘1 byte’ per
pixel storage format. A single band image can be visualized in terms of its gray
shades, ranging from black (0) to white (255). The values of the pixels represent the
reflectance of the surface object. Theimage domain is in fact a special case of a
value domain. Raster maps using the image domain are stored using the ‘1 byte’ per
pixel storage format. The pixel location in an image (rows and columns), can be
linked to a georeferenced which in turn is linked to a coordinate system which can
have a defined map projection.

The objectivesof the exercises in this section are to understand the
relationship between the digital numbers of satellite images and the display, and to
be able to display several images, scroll through and zoom in/outon the images and
retrieve the digital numbers of the displayed images. Satellite or airborne digital
image data is composed of a two-dimensional array of discrete picture elements or
pixels. The intensity of each pixel corresponds to the average brightness, or
radiance, measured electronically over the ground area corresponding to each pixel.
Pixels with a weak spectral response are dark toned (black) and pixels representing
a strong spectral response are bright toned (white). The digital numbers are thus
represented by intensities from black to white. To compare bands and understand
the relationship between the digital numbers of satellite images and the display, and
to be able to display several images, you can scroll through and zoom in/out on the
images and retrieve the DNs of the displayed images.
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Image visualization map

4.2.1Pixel values:

The spectral responses of the earth’s surface in specific wavelengths,
recorded by the spectrometers on board of a satellite, are assigned to picture
elements (pixels). Pixels with a strong spectral response have high digital numbers.
The digital numbers are thus represented by intensities on a black to white scale.

|

[Bicoordinate | ©°p2'48.48"N, 78°22'55.14"E
f%tuty band2 lo24, 608
[Efcuty_band2 |50

4.2.2 Colour composite:

A natural or true colour composite is an image displaying a
combination of the visible red, green and blue bands to the corresponding red, green
and blue channels on the computer display. Colour composite image of Tuticorin
port is displayed.
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Colour composite

4.3 Image enhancement:

Image enhancement deals with the procedures of making a raw image
better interpretable for a particular application Image enhancement techniques can
be classified in many ways. Contrast enhancement, also called global enhancement,
transforms the raw data using the statistics computed over the whole data set.
Examples are: linear contrast stretch, histogram equalized stretch and piece-wise
contrast stretch. Contrary to this, spatial or local enhancement only take local
conditions into consideration and these can vary considerably over an image.
Examples are image smoothing and sharpening.

4.3.1 Contrast enhancement

The objective of thissection is to understand the concept of contrast
enhancement and to be able to apply commonly used contrast enhancement
techniques to improve the visual interpretation of an image. The goal of contrast
enhancement is to improve the visual interpretability of an image, by increasing the
apparent distinction between the features in the scene. By using contrast
enhancement techniques these slight differences are amplified to make them readily
observable Contrast stretch is also used to minimize the effect of haze. Scattered
light that reaches the sensordirectly from the atmosphere, without having interacted
with objects at the earth surface, is called haze or path radiance. Haze results in
overall higher DN values and this additive effect results in a reduction of the
contrast in an image. Thehaze effectis different for the spectral ranges recorded;
highest in the blue, and lowest in the infrared range of the electromagnetic
spectrum. Techniques used for contrast enhancement are: the linear stretching
technique and the histogram equalization. To enhance specificdata ranges showing
certain land cover types the piece-wise linear contrast stretch can be applied

AN A A A A AN AN AN AN AN AN AN A AN A A A A A A A A A

AN AN Ar AN Av




AN AN AN NN NN NN NN AN A

AN AANN NN NNNANN NN NN AN NN

4.3.2Histogram:

A histogram is a dependent table which stores frequency information on
values, classes or IDs in a raster, polygon, segment or point map. A raster histogram
1s automatically calculated when displaying a value raster map which is stored
using one or two bytes per pixel.

S = 4 4k ow

— @ oeix

40000+

35000+

4.3.3 Linear stretching:

After a histogram has been calculated for a certain image, the image can be stretched. A
linear stretch is used here. Only the pixel values in the 1 to 99% interval will be used as
input; pixel values below the 1% boundary and above the 99% boundary will not be taken

into account.

| SiEA R tutybend?_stret

& Properties
5 5 Legend

e

Linear stretch map

4.4 SPATIAL ENHANCEMENT:

Spatial Enhancement procedures result in modification of an image pixel value, based on
the pixel values in its immediate vicinity. Spatial frequency filters, also often simply
called spatial filters, may emphasize or suppress image data of various spatial frequencies.
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Spatial frequency refers to the roughness of the variations in DN values occurring in an
image. In high spatial frequency areas, the DN values may change abruptly over a
relatively small number of pixels (e.g. across roads, field boundaries, shorelines). Smooth
image areas are characterized by a low spatial frequency, where DN values only change
gradually over a large number of pixels (e.g. large homogeneous agricultural fields, water
bodies). Like all image enhancement procedures, the objective is to create new images
from the original image data, in order to increase the amount of information that can be
visually interpreted.

Filters are commonly used to:
1) Correct and restore images affected by system malfunctioning,
2) Enhance the images for visual interpretation and

3) Extract features.

4.4.1 LOW PASS FILTERING:

Applying alow pass filter has the effect of filtering out the high and
medium frequencies and the result is an image, which has smooth appearance.
Hence, this procedure is sometimes called image smoothing and the low pass filter
1s called a smoothing filter. Itiseasy tosmooth an image. The basic problem is to
do this without losing interesting features. For this reason much emphasis in
smoothing is on edge-preserving smoothing. The filter can be considered as a
window that moves across an image and that looks at all DN values falling within
the window. Each pixel value is multiplied by the corresponding coefficient in the
filter. Fora3x3 filter. The 9 resulting valuesare summed andthe resulting value
replaces the original value of the central pixel. This operation is called convolution

LOW PASS FILTER MAP

4.4.2 HIGH PASS FILTERING:
Sometimes abrupt changes from an area of uniform DNs to an area
with other DNs can be observed. This is represented by a steep gradient in DN
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values. Boundaries of this kind are known as edges. They occupy only a small area
and are thus high-frequency features. High pass filtersare designed to emphasize
high frequencies and to suppresslow-frequencies. Applying ahighpass filter has
the effect of enhancing edges. Hence, the high pass filter has the effect of
enhancing edges. Hence, the high pass filteris alsocalled an edge enhancement
filter. Two classes of high- pass filters can be distinguished: gradient (or
directional) filters and Laplacian (or non-directional) filters. Gradient filters are
directional filters and are used to enhance specific linear trends. They are designed
in such a way that edges runningin a certain direction (e.g. horizontal, vertical or
diagonal) are enhanced. In theirsimplest form, theylook at the difference bet ween
the DN of a pixel toits neighbour andthey can be seen as the result of taking the
first derivative (i.e. the gradient). Laplacian filters are non-directional filters
because they enhance linear features in any direction in an image. They do not look
at the gradientitself, but at the changes in gradient.

| BRI twtyband2 Japi
4 G Properties

B

HIGH PASS FILTER MAP

4.5 Band Ratioing:

Band rationing means dividing the pixels in one band by the
corresponding pixels in a second band. Sometimes differencesin brightness values
from identical surface materials are caused by topographic slope and aspect,
shadows, or seasonal changes in sunlight illumination angle and intensity. Rationed
images are created in order to minimize the effects of difference in illumination.
Various mathematical combination of satellite bands, have been found to be
sensitive indicators of the presence and condition of green vegetation. These band
combinations are thus referred to as vegetation indices. Two such indices are the
simple vegetation index (VI) and the Normalized Difference Index(NDVI) .Both
are based on the reflectance properties of vegetated areas as compared to clouds ,
water and snow on the one hand ,and rocks and bare soil on the other. Vegetated
areas have a relatively high reflection in the near - infrared and alow reflection in
the visible range of the spectrum. Clouds, water and snow have larger visual than
near-infrared reflectance. Rock and bare soil have similar reflectance in both
spectral regions. To show the effect of band ratio for suppressing topographic
effects on illumination, LISS IV Infrared and Red bands are used
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4.5.1 Normalized Differential Vegetation Index (NDVI):

The normalized difference vegetation index (NDVI) is a simple
graphical indicator that can be used to analyze remote sensing measurements, often from a
space platform, assessing whether or not the target being observed contains live green
vegetation.

* NDVI = (Infrared band - Red Band )/( Infrared band + Red Ban)
* Double - click the Map Calculation operations in the operation - list.
The Map Calculation dialog box is opened.

* In the Expression text box type the following map calculation formula: (
tuty_band5 - tuty_band4)/ (tuty_band5 + tuty_band4).

* Enter NDVI for Output Raster map , select system Domain value, change.

* The Value Range to -1 and +1, and the precision to 0.01. Click show.
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4.6 Principal Component Analysis:

Principal components Analysis(PCA), can be applied to compact the
redundant data into few layer .Principal components analysis can be used to transform a
set of image bands, as that the new layer also called components are not correlated with
one another. The first two or three components will carry most of the real information of
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the original data set. Therefore, only by keeping the first few components most of the
information is kept. Through this type of image transformation the relationship with the
raw image data is lost. It should be noted that the covariance values computed are strongly
depending on the actual data set or subset used.

Variance per ands

140 .02 37 .96 &.79
Variance percentcages per bhand:
IS T 20 .54 = .67
lisgdsullisgdsullis4sul
o e B O.558| O0.820| 0.129]|
i PC =2 0.039| 0.1i30/-0.991|
fi PC 3 —o.229| D.558| 0.0421]|

4.7 UNSUPERVISED CLASSIFICATION:

Unsupervised classification is where the outcomes (groupings
of pixels with common characteristics) are based on the software analysis of
an image without the user providing sample classes. The computer uses techniques
to determine which pixels are related and groups them into classes. Unsupervised
classification is a form of pixel based classification and is essentially computer
automated classification. Unsupervised image classification is the process by which
each image in a dataset is identified to be a member of one of the inherent
categories present in the image collection without the use of labelled training
samples.

Three types of unsupervised classification methods were used in the imagery
analysis:
e [SO Cluster
e Fuzzy K-Means
e K-Means, which eachresulted in spectral classes representing clusters
of similar image values.

S87.565 | SOTNIN WRANNE | FOTANRN TERANAE

UNSUPERVISED CLASSIFICATION
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4.8 SUPERVISED CLASSIFICATION:

In supervised classification the user or image analyst “supervises”
the pixel classification process. The user specifies the various pixels values or spectral
signatures that should be associated with each class. This i1s done by selecting
representative sample sites of a known cover type called Training Sites or Areas.
Supervised classification method are divided into two phases: a training phase, where the
user ‘trains’ the computer, by assigning for a limited number of pixels to what classes they
belong in the particular image, followed by the decision making phase, where the
computer assigns a class label to all image pixels, by looking for each pixel to which of
the trained classes this pixel is most similar

SR tuty2bax - Map
i Z Properties
5 B Legend

§8: barren
F- forest
5 saltpar

{5M: settien
% shrubs
U urban
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Supervised classification map

4.8.1 Sample statistics:

The Sample Statistics window contains the code and name of the selected class as
well as the number of bands. The following statistics are shown for a selected class:
» Mean value of pixels (Mean).
» Standard deviation of pixels (StDev).
» The number of pixels having the predominant value (Nr).
» The predominant pixel value (Pred.).
» The total number of the selected pixels (Total).
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4.8.2 Feature space:

One way to perform a classification is to plot all pixels of the image in a feature
space, and then to analyze the feature space and to group the feature vectors into

clustersThe classes can be plotted in distinct colors in the feature space, which enables a

judgement of whether the classes can really be spectrally distinguished and whether each
class corresponds to only one spectral cluster. The number of training samples should be
between 30 and some hundreds of samples per class, depending on the number of features
and on the decision making that is going to be applied. The feature space is a graph in

which DN values of one band are plotted against the values of another.

Feature space for tuty_band2 and tuty_band3
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5. Result and discussion

With the help of satellite images from USGS we worked on different bands to
classify lands in Thoothukudi. From the metadata from USGS and from the Thoothukudi
District analysis report using ArcGIS 10.8Max livelihood classifier software we got the

area for different classification of lands.
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5.1Area table:

Classification of lands Sum of Area

Barren Land 476.8178149

Cultivate Land 1335.278276 28
Salt Pan 92.72056748 2
Settlement Area 1306.413854 28
Shrub 1501.456695 32
Water Bodies 8.326142074 0
Grand Total 4721.013349 100

SUPERVISIED CLASSIFICATION

Barren land
10%

Cultivate
[Land
28%

Shrub
32%

Settlement »
Area Salt Pan §
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5.2Accuracy Assessment Table-2020:

16 0 0 0 16
0 21 1 0 3 0 25
0 2 19 0 1 0 22
0 1 3 21 2 0 27

2 1 17 20
0 0 0 0 0 23 23
16 26 24 21 23 23 133

5.3 Overall Accuracy:

Overall Accuracy = (Total Number of Correctly Classified Pixels (Diagonal)) /
(Total Numberof Reference Pixels) x100

=164+21+19+21+174+23=117
=117/133*100=87.96 %

5.4 User Accuracy:

Users Accuracy= (Number of Correctly Classified Pixels in each Category)/ (Total
number of Classified Pixels in that Category (The Row Total)) x100

Water Bodies =16/16*100 =100 %

Shrub Area= 21/25%100=84 %

Cultivated Land =19/22*100=86.36 %
Settlement Area =21/27*100="77.77 %

Barren & Uncultivated Land=17/20%100 = 85 %
Salt Pan =23/23*100=100 %
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5.5 Producer Accuracy:

Producer Accuracy=(Number of Correctly Classified Pixels in each
Category)/(Total Number of Reference Pixels in that Category (The Column
Total))x100

Water Bodies =16/16*%100=100%

Shrub Area=21/26*100=80.76 %

Cultivated Land=19/24*100=79.16 %

Settlement Area=21/21*100=100%

Barren & Uncultivated Land=17/23*100=73.91 %
Salt Pan=23/23*100 =100 %
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PRODUCER ACCURACY

e

5.6 Kappa Coefficient:

Kappa Coefficient (T)=((TSxTCS)-> (Column Total Row Total))/(TS"2-
> (Column TotalxRow Total)) x100

=(117%133)-((19%16)+(25%26)+(22*%24+(27#21)+(20%23)+(23%23) / 17689-
(19%16)+(25%26)+22*24)+(27*21)+(20%23)+H23*23)*100

=15561-3038/17689-3038
=12523/ 14651
=0.84 %

Thus the total Kappa statistics chance result of classification of 0.84
measured values obtained in this application it can be considered as 84 % better.

6. Conclusion:

Remote Sensing and GIS techniques are a powerful tool for mapping
and evaluating the classification of lands. We classified various lands of
Thoothukudi such as cultivateland, barren, saltpan, settelement, water bodies and
shrubs using Land Sat-8images from bhuvan ISRO. This study classify Land Use
and Land Cover area of Thoothukudi using Image Classification through ILWIS 3.3
software and ArcGIS 10.8 software. This map clearly shows that Thoothukudi land
forms increased in cultivatable land, salt pan and shrubs, Water bodies are
decreased. This study warrants proper urban planning for Thoothukudi for
sustainable use of resource and environment. So, based on these results, the city
could be categorized as one of the fastest growing city in spatial and temporal
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terms. As a result, an integrated estimation of land use and land cover change
mapping and spatial and temporal modelling works should be done in regular prise.
The study has to integrate remote sensing and GIS to deal with urban growth and
expanding impermeable surfaces. This study may help the Government to increase
the Vegetation and Industrialization in Thoothukudi.
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CHAPTER 1
INTRODUCTION

1.1 Background

The field of nanotechnology is one of the most active research areas in modern
material science. Nanoparticles exhibit new or improved properties based on specific
characteristics such as size, distribution and morphology. There have been impressive
developments in the field of nanotechnology in the recent past years, with numerous
methodologies developed to synthesize nanoparticles of particular shape and size
depending on specific requirements. New applications of nanoparticles and
nanomaterials are increasing rapidly. Nanotechnology can be termed as the synthesis,
characterization, exploration and application of nanosized (1-100nm) materials for the
development of science. It deals with the materials whose structures exhibit
significantly novel and improved physical, chemical and biological properties,
phenomena and functionality due to their nano scaled size. Because of their size,
nanoparticles have a larger surface area than macro-sized materials. The intrinsic
properties of metal nanoparticles are mainly determined by size, shape, composition,
crystallinity and morphology. Nanoparticles, because of their small size, have distinct
properties compared to the bulk form of the same material, thus offering many new
developments in the fields of biosensors, biomedicine, and bio nanotechnology.
Nanotechnology is also being utilized in medicine for therapeutic drug delivery and for
the development of treatments for many diseases and disorders. Nanotechnology is an
enormously powerful technology, which holds a huge promise for the design and
development of many types of novel products with its potential and medical

applications on early disease detection, treatment and prevention.

1.2 Cornerstone

Nanotechnology is the manipulation of matter at a molecular or atomic level which
produces novel materials and devices with new extraordinary properties. However,

nanotechnology is not a new discipline. It is rather the merging of multiple scientific




disciplines (Biology, Physics, Chemistry, Medicine and Engineering) and the
combination of knowledge to tailor materials at the nanoscale. Nanotechnology is
closely related to Nanoscience, the basic theoretical and experimental study of matter
at the nanoscale before applying the acquired knowledge for device manufacturing. But
the question is why nanotechnology is so innovative and revolutionary? The answer
lies in quantum mechanics. The behaviour of matter changes significantly when the
surface area to volume ratio increases so dramatically. Classical physics no longer
control the behaviour of the material which is now under the control of quantum laws.
This fact gives the nano-structured material new abilities and properties that may be
more favourable than the ones of the bulk material version. A good example is that
some polymers, although being insulators in the bulk form, they become

semiconductors at the nanoscale.

1.3 Domain areas of Nanotechnology

Energy: Nanotechnology can improve the existing technology of fuel cells in order to
increase their life cycle and reduce the cost of catalysts. Solar cells will also increase
their energy conversion efficiency by reducing cost. The production of fuel could also

become more effective by making extraction and processing more economical.

Medicine: Nanoparticles can be developed in order to deliver drugs to diseased cells.
New bio-compatible materials are produced that can be used to make medical implants.

Stents are also developed to prevent artery blockage.

Fig 1.1 DNA Manipulation using nanotechnology




Industry: Vehicle manufacturers can use the new light and extremely strong materials
(eg. carbon nanotubes) to build faster and safer cars. The same technology applies in
aerospace as well. The textile industry can benefit from the development of nanofibers.
Clothing made of nanofibers is stain-repellent and can be washed at very low
temperature. Another great application has to do with the embedded wearable
electronics. Nanotechnology could also revolutionize the food industry by improving
the conservation, processing, and packaging procedures. Other applications include
bacteria identification and nanoencapsulation of bioactive food compounds in order to

keep them in a safe anti-microbial environment.

Communication and Electronics: The advances in nanotechnology will reduce the

weight and power consumption of electronic devices. Data processing speed will
increase, and new portable devices will be available soon. This will revolutionize the

world of communication and data transfer.

Fig 1.2 Light weight micro chips using nanotechnology

Consumer Goods: Other goods of every-day use that could be developed include anti-

reflective sunglasses, new generation cosmetics, easy-to-use ceramics and glasses, etc.




Fig 1.3 Feather Weight Nano-Ceramics

1.4 The future of Nanotechnology

Nanotechnology is often referred to as "the future technology" that can solve
many problems. Some even talk about a nanotechnology revolution. Nanotechnology
definitely brings tremendous benefits and potential, but the fact that even the youngest
technology has its dangers, and much less explored, should be well known to everyone.
It is claimed that environmental problems such as pollution and climate change could
also be solved. However, there are also negative properties that nanotechnology entails.
For example, the development of usable nanoparticles requires enormous energy and
water consumption as well as the use of toxic solvents and chemicals. In addition, the
use of nano packaging promotes longer shelf life of food, which in turn means that the
food continues to be transported over long distances. Everyone knows that global
transport is a major environmental burden. For humans, dangers arise when such nano-
pesticides are ingested via food, as research cannot yet foresee how the human body

absorbs and degrades these substances.

1.5 Cuprous Oxide

Copper(l) oxide or cuprous oxide is the inorganic compound with the formula Cu2O. It
is one of the principal oxides of copper, the other being copper (I1) oxide or cupric oxide
(CuO). This red-coloured solid is a component of some antifouling paints. The
compound can appear either yellow or red, depending on the size of the particles.

Copper(l) oxide is found as the reddish mineral cuprite.




e Molecular formula: Cu,O
e Molar mass: 143.091

e Appearance: Copper(I) oxide, 99.9% (metals basis); Copper(I) oxide, 97% (Cu

+ Cu20 Assay); red-brown powder
e Melting point: 1232 °C
e Boiling point: 1800 °C
e Net Charge : 0
e Monoisotopic Mass: 141.85411

1.6 Structure of Cuprous Oxide

Fig 1.4 Structure of Cuprous Oxide

Structure
Crystal structure cubic
Space group Pn3m, #224
Lattice constant a =4.2696



https://en.wikipedia.org/wiki/Crystal_structure
https://en.wikipedia.org/wiki/Cubic_crystal_system
https://en.wikipedia.org/wiki/Space_group
https://en.wikipedia.org/wiki/List_of_space_groups#List_of_Cubic
https://en.wikipedia.org/wiki/Lattice_constant

1.7 Aim and scope of the thesis (Cu,Q)

This thesis will focus on strategies for synthesizing, characterizing and
applications of cuprous oxide nanoparticles with morphology and size control. There
are five main chapters in this thesis. A brief introduction has been given in chapter 1.
In chapter 2, literature review related to cuprous oxide is demonstrated, in which the
synthesis approaches, growth mechanisms and applications are introduced. Chapter 3-
4 are going to emphasize on the research work and results on cuprous oxide

nanoparticles. Finally, the conclusion is summarized in the last chapter 5.

1.8 Antimicrobial potential of Cu,O

The fast emergence of antibiotic and antifungal resistant bacteria and fungi is
occurring on a world scale. The overuse and misuse of these medications, as well as a
lack of new antibacterial and antimycotic materials have been the cause of this
antibiotic and antifungal resistance crisis. The most notable of the diseases present in
the oral cavity in humans is a common fungal infection known as oral candidiasis. This
is an opportunistic infection which may reflect immunological changes and a possible
association with potentially malignant disorders of the oral mucosa. Candida species,
like C. tropicalis, C. krusei and C. parapsilosis have increased significantly the
number of infections in the last decade, especially C. tropicalis which is has become
the most common non-albicans Candida species in Asia. The use of nanotechnology is

a viable prospective that can be employed in order to address this issue effectively.

Copper I oxide nanoparticles (Cu2O NPs) stand out by possessing very well-
known antibacterial properties, being active against a varied range of pathogenic
bacteria. The administration of CuONPs as an antimicrobial treatment needs a vehicle,
being the polymer films the most widely used materials in this area. The integration of
metal oxide nanoparticles improves its antimicrobial as well as its physical, chemical

and mechanical properties.

1.9 Literature Review

[1] Hui Wang and Hong-Yuan Chen(2002), successfully prepared Cu2O nanoparticles
using microwave irradiation method. Cu2O nanoparticles with an average size of ca.4

nm were prepared using copper (I) acetate and sodium hydroxide as starting materials




and ethanol as the solvent. The prepared Cu,O nanoparticles had regular shape, narrow

size distribution and high purity.

[2] Suresh Sahadevan ,Kaushik Pal and Zaira Zaman Chowdhury(2017),synthesised
Cu20 nanoparticles using chemical precipitation method. The grain size was
determined using XRD investigations. The SAED pattern was determined for Cu,O

nanoparticles and its polycrystalline nature was confirmed.

[3] V.D.Rajput and A.Fedorenko (2018), determined the effects of Cu2O nanoparticles
on crop plants. This article clearly denoted the toxic effects of Cu20 nanoparticles on
cultivated crop plants by inhibiting seed germination, decreases in the shoot and root

length, reduction in photosynthesis and respiration rate as well as enzymatic changes.

[4] Amin Asadi and Loke Kok Foong(2020),characterised the stability and dynamic
viscosity of Cu2O water hybrid nanofluids. The chemical, atomic, surface structures of
the Cu20 nanoparticles were examined using X-Ray diffraction. The final results of
dynamic viscosity measurements indicated the solid concentration of 1vol% and the

temperature of 25°C.

[5] Ali Nazari and Shadi Riahi (2011) determined the effects of Cu20 nanoparticles on
compressive strength of self-compacting concrete. Cu,0O nanoparticles with an average
particle size of 15 nm were added to self-compacting concrete and various properties
of the specimens were measured. The results indicate that Cu20 nanoparticles are able
to improve the compressive strength of self-compacting concrete and reverse the

negative effects of superplasticizer on compressive strength of the specimens.

[6] Paniz Esfandfar and Aliakbar Saboury (2015) made a spectroscopic study on
interaction between Cu2O nanoparticles and bovine serum albumin. The zeta potential
value for BSA and Cu2O nanoparticles with average diameter of around 50 nm at
concentration of 10 uM in the deionized (DI) water were —5.8 and —22.5 mV,
respectively. Circular dichroism studies did not show any changes in the content of
secondary structure of the protein after Cu20O nanoparticles interaction. This study
provides important insight into the interaction of Cu2O nanoparticles with proteins,
which may be of importance for further application of these nanoparticles in biomedical

application.




[7] Fang wang and Heng deng (2016) synthesized Cu,O via sol-gel method. In this
paper, CuO nanoparticles  were synthetized via a sol-gel method and their
corresponding gas sensor was achieved simultaneously. CuxO nanoparticle samples
were characterized by X-ray diffraction, Raman spectroscopy, X-ray photoelectron
spectroscopy and field emission scanning electron microscopy, respectively. The
results show that the sample we have synthesized was Cu20O and the morphology of the

sample was nanoparticles with an average diameter of ~100 nm.

[8] Zhigang Zang and Jiro Temmyo (2013) synthesized cuprous oxide flims by radical
oxidation at low temperature for PV application. Cuprous oxide (Cu20) films synthesis
by radical oxidation with nitrogen (N2) plasma treatment and different RF power at low
temperature (500°C) are studied in this paper. X-ray diffraction measurements show
that synthesized CuO thin films grow on c-sapphire substrate with preferred (111)
orientation. With nitrogen (N2) plasma treatment, the optical bandgap energy is
increased from 1.69 to 2.42 eV, when N2 plasma treatment time is increased from 0 min
to 40 min. Although the hole density is increased from 10'*to 10> cm™ and the
resistivity 1s decreased from 1879 to 780Qcm after Nz plasma treatment, the
performance of Cu2O films is poorer compared to that of Cu20 using RF power of 0.
The fabricated ZnO/Cu20 solar cells based on Cu20 films with RF power of 0 W show
a good rectifying behavior with a efficiency of 0.02%, an open-circuit voltage of 0.1 V,

and a fill factor of 24%.

[9] Ye feng wang and jing hui zeng (2008) determined the hydrothermal synthesis of
cuprous oxide microcrystals with controlled morphology. Cuprous oxide (Cu20) with
controlled morphology was synthesized via a hydrothermal method by reducing copper
nitrate with formic acid. Reactant concentration, reaction temperature, and time show
strong effects on the phase formation and morphology of the products. The products
were characterized by X-ray power diffraction (XRD), scanning electron microscope
(SEM), and UV—vis diffuse reflectance spectroscopy. The possible crystal growth
processes have been proposed. The band gap versus different morphology was also

studied.

[10] HuamingYanga and JingOuyanga(2006) electrochemically synthesized the
property of cuprous oxide nanoparticles. Cuprous oxide (Cu20O) nanoparticles of 35 nm

in crystal size have been successfully synthesized via electrochemical method in alkali




NaCl solutions with copper as electrodes and K>Cr,O7 as additive. Photocatalytic
degradation of methyl orange in aqueous Cu2O solution was investigated under either
ultraviolet (UV) light or sunlight. X-ray diffraction (XRD), transmission electron
microscopy (TEM), Fourier transformation infrared spectroscopy (FT-IR), ultraviolet—
visible spectroscopy (UV—vis) and X-ray photoelectron spectroscopy (XPS) were
introduced to characterize the samples. The results indicate that electric current shows
no obvious effect on the growth of Cu2O nanocrystals and that 97% of MeO can be
decolorized under UV irradiation for 2 h or under sunlight for 3 h when amount of Cu,O
is 2 g/L.. Recycling use of the catalyst revealed that Cu»O still has a high photocatalytic
efficiency when repeatedly used for four times. Cu2O nanoparticles still kept its cubic
crystal phase, but fractionally oxidized to be CuxO after the photocatalysis. Compared
with the original Cu20 nanoparticles, there has 1 eV shift of Cu 2p electron and 1.6 eV
shift of Cu Auger signals for the Cu2O powders after four times photocatalysis. Some
new peaks can also be observed at 401.1, 237.4 and 170.2 eV in the CuxO powders after

photocatalysis.

[11] FenXu and Xiaohui (2003) synthesized shape controlled sub-micro cuprous oxide
octahedra. Monodisperse submicro-sized cuprous oxide (Cu20) octahedra are
successfully prepared in large quantities assisted by the capping reagent poly(vinyl
pyrrolidone) (PVP-K30, MW=58 000) and the formation mechanism of Cu20O

octahedra is analysed.

[12] KOUTI. Mand MATOURI L. (2010) determined the fabrication of nanosized
cuprous oxide using feshling’s solution. This paper describes a facile method for the
synthesis of Cu20 nanoparticles by reduction of Fehling’s solution, using glucose as

reducing agent. Copper sulphate is used as a precursor with potassium sodium tartarate
in an alkaline media to produce Fehling's solution. The precipitation of Cu,O
nanoparticles from this solution in the presence of glucose was controlled by addition
of SLES or Triton-X 100 as surfactants. The reactions have been carried out at 60°C
with high repeatability. The purification process of the Cu20 product does not require
expensive methods, since a solid product is obtained from a reaction in liquid phase.

The resulting Cu20 nanoparticles were characterized by X-Ray Diffraction (XRD),
Scanning Electron Microscopy (SEM), Energy-Dispersive X-ray

10




spectroscopy(EDX),Transmission Electron Microscopy (TEM) and Fourier-transform

infrared (FTIR) spectroscopy.

1.10 Properties

The solid is diamagnetic. In terms of their coordination spheres, copper centres are
coordinated and the oxides are tetrahedral. The structure thus resembles in some sense
the main polymorphs of SiO2, and both structures feature interpenetrated lattices.
Copper(I) oxide dissolves in concentrated ammonia solution to form the colourless
complex [Cu(NH3)2]+, which 1is easily oxidized in air to the blue
[Cu(NH3)4(H20)2]2+. It dissolves in hydrochloric acid to give solutions of CuCl—;,
Dilute sulfuric acid and nitric acid produce copper(Il) sulphate and copper(Il) nitrate,

respectively. Cu2O degrades to copper(Il) oxide in moist air.

1.10.1 Semiconducting Properties: The lowest excitons in Cu20 are extremely long

lived; absorption line shapes have been demonstrated with neV linewidths, which is the
narrowest bulk exciton resonance ever observed. The associated quadrupole polaritons
have low group velocity approaching the speed of sound. Thus, light moves almost as
slowly as sound in this medium, which results in high polariton densities. Another
unusual feature of the ground state excitons is that all primary scattering mechanisms
are known quantitatively. Cu20O was the first substance where an entirely parameter-
free model of absorption linewidth broadening by temperature could be established,
allowing the corresponding absorption coefficient to be deduced. It can be shown using

Cu20 that the Kramers—Kronig relations do not apply to polaritons.

1.11 Applications of Cuprous Oxide

Cuprous oxide is commonly used as

1. pigments,
2. fungicides,

3. antifouling agents for marine paints.

Rectifier diodes based on this material have been used industrially as early as 1924,
long before silicon became the standard. Copper(I) oxide is also responsible for the

pink colour in a positive Benedict's test.

11




1.12 Objectives

<

<N X X

To give an overview of the preparation of Cu20 Nanoparticles.

To synthesize pure cuprous oxide nanoparticles by chemical precipitation
method.

To realise the potential applications at nanoscale.

To review on some unique properties and applications of Cu,O nanostructures.
To provide a critical discussion of the synthesis of Cu2O nanostructures.

To provide evidence for the cubic structure of cuprous oxide nanoparticles using
XRD studies.

To obtain the peak using FTIR spectrum to confirm the presence of Cu(I)-O
bond.

To estimate the UV absorption onset for cuprous oxide nanoparticles.
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Chapter Il

Experiment

2.1 Synthesis of Nanoparticles

Several methods have been used and developed to synthesize crystalline oxide powders

in nanoscale dimensions. These methods are broadly classified into two ways:

(i) Top down approaches

(ii) Bottom up approaches

2.1.1 Top down approach

In this approach, the bulk materials are broken down into nanosized particles.

i o

— Sl
Wy S50
IS b Ja

Bulk Powder Nanoparticle

Fig 2.1 Top down approach

These approaches include methods like
= Ball milling method

= Mechanical grinding

= Chemical etching

= Thermal/Laser ablation

= Electro-explosion

14




2.1.2 Bottom up approach

In this approach, nanomaterials are produced by building atom by atom.
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Nanoparticles clusters atoms

Fig 2.2 Bottom up approach

These approaches include methods like:
= Chemical precipitation method

= Sol-gel method

= Vapour deposition method

= Spray pyrolysis

= Aerosol process

= Bio-reduction method

= Electrochemical precipitation method

In many of these methods, the main objective is to reduce the cost of
chemical synthesis and to produce materials for technological applications. We have
synthesized Cu2O nanoparticles by chemical precipitation process which is a simple

cost-effective method since the starting materials are few and inexpensive.

2.2 Chemical Precipitation Method

In precipitation method, the ionic metals are converted to an insoluble form (particle)
by the chemical reaction between the soluble metal compounds and the precipitating
reagent. The particles formed by this reaction are removed from the solution by settling

and filtration.

15
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Fig 2.3 Experimental setup of Chemical precipitation method

The wunit operations typically required in this technology include
neutralization, precipitation, coagulation/flocculation, solids/liquid separation, and
dewatering. The effectiveness of a chemical precipitation process is dependent on
several factors including the type and concentration of ionic metals present in solution,
the precipitant used, the reaction conditions (especially the pH of the solution), and the
presence of other constituents that may inhibit the precipitation reaction. The most
widely used chemical precipitation process is hydroxide precipitation, in which metal
hydroxides are formed by using Calcium hydroxide or Sodium hydroxide as the

precipitant.

2.3 Preparation of Cuprous Oxide Nanoparticles

The experiment was done with 0.8525g of cupric chloride dihydrate along with
4g of NAOH and 3.4745g of hydroxyl amine hydrochloride. Each of the substances
were dissolved separately in distilled water and solutions of 200ml separately and 20ml
separately were prepared. NAOH solution was taken in a burette and was allowed to

drip into the cupric chloride dihydrate solution that was at constant stirring. On

16




completion of the dripping process, the solution mixture NAOH and cupric chloride
dihydrate was kept at constant stirring for 15 minutes, blue suspension was obtained.
Now the burette again was filled with hydroxyl amine hydrochloride solution and was
now allowed to drip into the blue suspension obtained from the previous stirring. On
completion of the dripping process, the solution was kept at constant stirring for 15
minutes. And finally brick red suspension was produced. It was left undisturbed for one
hour. The suspended particles was filtered and dried for 12 hours in atmospheric air

and then powdered using motar and pestle.

Fig 2.4 Pure Cu,0 Nanoparticles
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2.4 Flowchart

0.8525g of CuCl.2H,0 is
dissolved in 20 ml of distilled
water.

3.4745g of NH4OH.HCI
is dissolved in 100 ml
of distilled water.

Stir constantly for c | od |
10 minutes. onstan.t y . stirre in
magnetic stirrer.
10 ml of NH4OH.HCl is Blue suspension is
added in drops. HI]:I obtained.

!

4g of NaOH is dissolved
in 100 ml of distilled

water.

Stir constantly for
10 minutes.

Colour changes from blue to brick

red.

Left undisturbed for one hour.

U

The suspension is allowed to settle
and the precipitate is obtained.

T

i

10 ml of NaOH is

Hl]j added in drops.

Cu,0 is obtained.

Precipitate is filtered and dried for 12 hours in
atmospheric air and then powdered. Brick red powder
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CHAPTER II1
MATERIALS AND METHODS

3.1 Chemicals

All the chemicals and reagents used in the present study were of analytical grade
and were used as received without further purification. Cupric chloride dihydrate
(CuCl2.2H20, 99.9%, Sigma-Aldrich), Sodium dodecylbenzenesulphonate
(C12H25CsH4SO3Na,  95%, Loba Chemie), Hydroxylamine hydrochloride
(NH20OH.HCI, 98.0%, Loba Chemie), Sodium hydroxide (NaOH, 98%, Loba Chemie),
Methanol (CH30H, 99%, Merck) and Ethanol (C2HsOH, 99%, Merck). Double distilled

water was used in all the experiments.

3.2 Experimental Section

3.2.1 Synthesis of SDBS capped Cu,0O nanostructures:

In a typical synthesis, 0.8525g (0.5 M) of cupric chloride dihydrate
(CuCl2.2H20) was dissolved in 10 mL of deionized water at room temperature.
Subsequently, 1.7501 g of sodium dodecylbenzenesulphonate was added and subjected
to gentle stirring for 30 minutes to ensure complete dissolution. After obtaining a
homogenous solution, 10 mL of 1 M NaOH solution was added dropwise under
constant stirring to the mixture placed in a water bath set at 305 K (32 °C) while a blue
precipitate of Cu(OH)2 was produced. The resulting solution was stirred for 1 h and
then 10 mL of 0.5 M solution of the reducing agent hydroxylamine hydrochloride, was
added drop-by-drop as the solution is being stirred vigorously. The colour of the
solution turning ochre or brick red gradually after the addition of reducing agent
indicates the formation of Cu2O. The obtained precipitate was left undisturbed for 1 h
and then centrifuged at 3000 rpm, washed several times with ethanol and redispersed

in methanol for further analysis.

Hydroxylamine as the reducing agent:

The reducing agent hydroxylamine is environmentally benign and involves the
formation of by-product nitrogen gas, which liberates during the course of the reaction
as shown below,

2[Cu(OH)]* + 2NH,OH  —  Cu0| + Nz + 5SH20 +4 OH -—-(1)
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The redox reactions involved in the above synthesis at alkaline medium are given

below:
2NH20H(ug) &  Nog) + 2H20(ag) + 2H  (ug) + 2€ E=43.04V - (2)
Cuap + & = Cu'lag) E=+015V  —(3)

3.3 Characterization Techniques

The characterization of nanoparticles is a branch of nanometrology that deals with the
measurement of the physical and chemical properties of nanoparticles. In general, the
characterization techniques can be categorized into two: imaging by microscopy and
analysis by spectroscopy. We have chosen spectroscopy methods of characterization.
Spectroscopy, which measures the particles’ interaction with electromagnetic radiation
as a function of wavelength, is useful to determine the concentration, size and shape of

the nanoparticles.

3.4 X-ray Diffraction

The powder X-ray diffraction patterns were acquired at room temperature on a
PANalytical X'Pert Pro X-ray diffractometer using Cu K, radiation equipped with an
X'Celerator detector in the continuous scanning mode. The samples were scanned over
the angular range of 20 = 10°-80°with a step size of 0.02° and acquisition time of 0.5s
per step.

The peak width varies inversely with crystallite size and microstrain and is more
pronounced at higher 20 angles. Therefore, the average crystallite size (L) of the
nanostructures can be calculated from the extent of line broadening in the high intense
peak using Scherrer equation,

L =0.94A/PB2cos 6

where P26 is the full width at half maximum (FWHM) of the peak after

correcting for instrumental line broadening, 0 is the angle of incidence or Bragg Angle,

A (= 1.5406 A) is the wavelength of the X-ray used.

3.4.1 Applications

e XRD is a non-destructive technique.
* To identify the crystalline phases and orientation.

* To determine the structural properties:

21




Lattice parameters (10-4A), strain, grain size, epitaxy, phase composition, (Laue)
order-disorder transformation and thermal expansion.
* To measure the thickness of thin films and multi-layers.

* To determine the atomic arrangement.

3.5. Optical Absorbance

Ultra violet and visible absorption spectroscopy is the technique by which we
measure attenuation of light that passes through a consideration sample or also that are
reflected from the sample. Both parts (UV and Vis) of light are energetic enough to
excite electrons to higher energy levels.

UV-visible diffuse reflectance spectra (UV-Vis DRS) were recorded for the die-
pressed disk samples at ambient temperature using JASCO V-530 UV-visible
spectrophotometer equipped with an integrating sphere assembly in the wavelength
range of 300-800 nm, where BaSO4 serves as the reference material.

The absorbance of the sample over the UV-visible region was derived from the
recorded reflectance spectra employing Kubelka-Munk function as given below:

K 1—Ry)?
) =5 =

where K is the absorption coefficient, S is the scattering coefficient
(independent of wavelength for particle dimension> 5 um) and R is reflectance of the
sample with reference to the standard. From the expression, two extreme conditions
could be conceived: (i) when absorption coefficient at a particular wavelength is
negligible (K—0), Rxo—1 i.e. reflectivity is maximum and (ii) when scattering at a
particular wavelength tends to zero (S—0), R.—0 i.e. reflectivity is negligible. In the
absorbance spectrum, the intersection point of the tangents drawn to the
energy/wavelength axis at the absorption offset and to the linear portion of the

absorption edge gives the optical band gap of the sample.

3.5.1 Applications

a) To detect the Chromophore functional group:

To determine the functional group in the material exclusively, it
confirms the presence and absence of the Chromosphere in the sample which should be
compound. Chromophore is an atom or group which is responsible for the colour of the

compound.
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b) To determine the unknown compound:

With the help of the UV-Vis spectroscopy, unknown compounds can be determined in
the sample. For this purpose, the required compound is compared to spectrum of the
reference compound if luckily both the spectrum matches, then the confirmation of
unknown compound can be noted.

¢) To measure the purity of the sample:

The purity of the substance can be measured by this unique technique. For this purpose,
absorption of the reference and the sample under observation is compared and via
relative calculations of the absorption intensity, the purity of the sample can be

confirmed.

3.6FOURIER TRANSFORM INFRARED (FTIR) SPECTROSCOPY

FTIR stands for Fourier Transform Infrared, the preferred method of

infrared spectroscopy. When IR radiation is passed through a sample, some radiation is
absorbed by the sample and some passes through (is transmitted). The resulting signal
at the detector is a spectrum representing a molecular ‘fingerprint’ of the sample. The
usefulness of infrared spectroscopy arises because different chemical structures

(molecules) produce different spectral fingerprints.

3.6.1 Principle and Methodology

. The FTIR uses interferometry to record information about a material placed
in the IR beam. The Fourier Transform results in spectra that an analyst uses to identify

or quantify the material.

Fixed Mirror - Mddidistisiigsiiiiiiasis

. Beamsplitter

-

. / N
_rr
il

Moving Mirror
Sample

Detector

Fig 3.1 Working of FTIR

An FTIR spectrum arises from interferograms being ‘decoded’ into recognizable
spectra. Patterns in the spectrum help identify the sample, since molecules exhibit

specific IR fingerprints.




3.6.2 Applications

FTIR can be a single purpose tool or a highly flexible research instrument.
The total scope of FTIR applications is extensive. Some of the more common

applications are:
* Detection and identification of different elements and compounds.
* Quality verification of incoming/outgoing materials.

* Deformulation of polymers, rubbers, and other materials through Thermogravimetric

infra-red (TGA-IR) or Gas Chromatography infra-red (GC-IR) analysis.
* Microanalysis of small sections of materials to identify contaminants.
* Analysis of thin films and coatings.

* Monitoring of automotive or smoke stack emissions.

* Used in the field of forensics, medicine, etc.
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CHAPTER IV

RESULTS AND DISCUSSION

4.1 Structural Characterization

The phase purity and crystal structure of the as-synthesized samples were
analysed from the powder X-ray diffraction patterns recorded between the 26 range 20-
80° and is shown in Fig. 4.1 & 4.2. All the diffraction peaks (Fig. 4.1) can be readily
indexed to the cuprite crystal structure (space group:Pn3m) of Cu,O having lattice
constants a = b = ¢ = 4.267 A and are in accordance with those reported in literature

(JCPDS Card No. 05-0667).

—
—
-
o
=
o,
= =
@ = = -
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20 30 40 50 60 70 80
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Fig 4.1 Powder X-Ray diffractogram of the as-synthesized Cu,O

nanocrystals

The diffraction peaks with 20 values 29.6°, 36.5°, 42.4°, 61.4°, 73.6° and 77.5°
correspond to the crystal planes (110), (111), (200), (220), (311) and (222) of the cubic
phase #* of CuyO respectively. Moreover, no distinct peaks of any impurities such as
copper or other copper oxides were detected in the diffraction pattern implying the high
purity of the sample. The broadening of diffraction peaks could be ascribed to the small

crystallite size and the resulting strain in the crystal lattice.

26




Table 1. Crystallographic parameters of prepared Cu2O nanostructures prepared with

the reducing agents (a) Hydroxylamine (b) L-Ascorbic acid (c) D-Glucose.

20 (degree) Crystal plane d-spacing (A) Relative
Intensity (%)

29.66° (110) 3.0113 7.41
36.52° (111) 2.4601 100.00
42.40° (200) 2.1318 30.70
61.47° (220) 1.5082 19.85
73.61° (311) 1.2867 11.56
77.53° (222) 1.2312 2.48

4.2 Optical Characterization

4.2.1 Absorption Characteristics:

The absorption characteristics of the Cu2O nanostructures were investigated by
UV-Visible absorption spectroscopy at room temperature which is displayed in Fig.
4.2. The absorption spectrum exhibits broad absorption bands in both UV and visible
region displaying the absorption onset at 456, 472 and 57Inm for the CuxO
nanostructures synthesized using hydroxylamine, ascorbic acid and glucose

respectively.

Absorbance (a.u.)

T ¥ T ¥ T v T v T v T
300 400 500 600 700 800
Wavelength (nm)

Fig. 4.2 Optical absorption spectrum of Cu20 nanostructures prepared using

hydroxylamine as the reducing agent.
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4.2.2 FTIR Spectroscopy

FTIR spectroscopy is a powerful analytical technique for structural

characterization based on the absorption of infrared radiation by different functional
groups present in the material of interest. It can also be used to differentiate between
Cu(I) and Cu(Il) present in the sample since vibration due to vCu(I)-O bond appears
around 625 cm™! 24 while vCu(II)-O bond vibration is observed at 536 and 482 cm.

N~

60 -

40 -

% Transmittance

20

] & | T 1 r 1 o
800 1600 2400 3200 4000
Wavenumber (cm”)

Fig. 4.3 FT-Infrared spectrum of as-prepared Cu;O nanostructures

The presence of broad absorption band at 634 cm™ due to Cu(I)-O vibration and
absence of Cu(Il)-O vibrations confirms the presence of copper in the univalent

oxidation state.
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CHAPTER YV




CHAPTER V
CONCLUSION

5.1 Summary

In this investigation , cuprous oxide nanoparticles were prepared by chemical
precipitation method. And thus, Cuprous oxide nanoparticles were obtained with

minimal impurities.

From the XRD studies , it is found that cuprous oxide nanoparticles exhibit cubic
structure as confirmed from the (JCPDS Card No. 05-0667). The XRD peaks of the
cuprous oxide nanoparticles at different temperatures were found to be very broad and

sharp indicating that the particles are nanocrystalline.

Further, the broad absorption band (peak) at 634 cm™ in the FTIR spectrum

confirms the presence of Cu(I1)-O bond.

The estimation of UV absorption onset for cuprous oxide nanoparticles was
found to be at 456, 472 and 571nm respectively. Broad absorption bands were also

absorbed in both UV and visible regions.

This study is an evident proof that the cuprous oxide nanoparticles can be

prepared in a simple and cost-effective manner using chemical precipitation method to

cater the needs of various applications in future.
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The Sesame oil is rich in anti-oxidant and thus protects our body from free radical.
Anti-oxidant present in Sesame oil acts as a thinner for blood, It helps to heal wounds because

it is having anti- oxidant and anti -microbial propertics. (www.healthline.com).

The Sunflower oil is known to prevent heart disease. It is used for preventing constipation and
lowering "bad" LDL cholesterol. Sunflower oil can be applied directly to the skin for healing
wounds, skin injuries, psoriasis, and arthritis; and as a massage oil. In foods, Sunflower

oil is used as a cooking oil. (en.wikipedia.org).

Coconut oil may improve the dental health by attacking the harmful bacteria in the mouth. It
reduces plaque build-up, tooth decay and fights gum disease. The presence of MCTs in
Coconut oil breakdown into ketones, which can be used by braincells for fuels. Coconut oil

helps to retain moisture and reduce inflammation. (www.healthline.com).

OBJECTIVES:

Reckoning with the significant reasons for the study of acoustic parameters, the project was

carried out with the following objectives.

1. To determine the ultrasonic velocity of liquid of different edible oil using

ultrasonic interferometer.

2. To obtain the density of the selected oil.

3. To determine the coefficient of viscosity of the experimental oil using Ostwald’s
viscometer.

4. To find the values of adiabatic compressibility (B,), Intermolecular free length

(Ly), ultrasonic attenuation(w/f°), acoustical impedance (Z) and relaxation time(t)
of the oil.






ieinity of phase transition. He gave a review that ultrasonic propagation in a system

sting Coconut oil and ccls is considered as a function of temperature near T in the low

oconut oil and ccly exhibited strong frequency and temperaturedependence near T.His

t satisfies FB theory which connects a/f* with v and temperature.

~and Reddy.er al, (1980) gave a review on adulteration in oil and fats by ultrasonic
d. He reported that the ultrasonic revealed velocity changed when the oil were recycled.

udy revealed that increase in ultrasonic velocity after recycling of oil was attributed to

uce in SFA % and increase in USFA% .

nts, MC. DJ, and Povey. ef al., (1990) have studied the measurements of ultrasonic
_ terization of a food emulsion. The ultrasonic velocity and attenuation of salad cream
were measured for various oil concentration and mean droplet size over a range of frequencies

trasonic pulse echo technique. This study reported that it was used to find the particle

koli Biban, D. and Kegl Breda.et al., (2012) have studied the determination of speed of
ad and density of fluids depending on the pressures. This study showed that the parameters

) as ultrasonic velocity, bulk modulus and density of liquid fuels were important for

( ting the behaviour of fuel injection systems in diesel engine .










! MATERIALS AND METHODS.

he knowledge of thermodynamic and physical properties of certain edible oil can be used for
al purposes. Ultrasonic waves are effective means for examining and analyzing
everal physical properties of the materials. Thus, ultrasonic and viscometric studies offer

ole, easy and accurate ways for calculating the physical parameters which throw light on

nolecular interactions in liquids. Many medicinal applications require quantitative data of the

iscosity and density of these liquid extracts.

This project deals with the experimental study of ultrasonic velocity, density and viscosity of

erent edible oil at room temperature.

The parameters such as ultrasonic velocity (U), density (p) and viscosity (1) and computed
meters such as adiabatic compressibility (Ba). free length (Ly). acoustical impedance (Z)

laxation time (7) are studied.
ULTRASONIC INTERFEROMETER

is a simple and direct device which yields accurate and consistent
the velocity of ultrasonic sound in a liquid medium with a
controlled interferometer (modelM-83S) supplied by

equencies ranging from 1 to 12 MHz has been used

Iz to 20KHz). When an ultrasonic wave propagates through a medium, the
in that medium vibrate over short distance in a direction parallel to the longitudinal
During this vibration, momentum is transferred among molecule. This causes the wave

3§ through the medium.




ONIC INTERFEROMETER:

ULTRASONIC INTERFEROMETER

onic interferometer is a simple and direct device to determine the ultrasonic velocity
with a high degree of accuracy. In an ultrasonic interferometer, the ultrasonic waves
ced by the piezo electric methods. At a fixed frequency variable path interferometer,
én‘gth of the sound in an experimental liquid medium is measured, and from this one

late its velocity through that medium. The ultrasonic cell consists of a double walled

he micrometer scale is marked in units of 0.01 mm and has an overall length of
1ic waves of known frequency are produced by a quartz crystal which is fixed
the cell. There is a movable metallic plate parallel to the quartz plate, which
ves. The waves interfere with their reflections, and if the separation between
$ Ekac.tly an integer multiple of half wave length of sound, standing waves are
n the liguid medium. Under these circumstances, acoustic resonance occurs.

/aves are maximum in amplitude, causing a corresponding maximum in the anode

the piezoelectric generator.



PRINCIPLE:

tz crystal fixed at the bottom of the cell. These waves are reflected by a movable

late kept parallel to the quartz crystal. If the separation between these two plates is

justment two knobs are provided on high frequency generator, one is marked
)J" 0 adjust the position of the needle on the ammeter and the knob marked "GAIN"
sed to increase the sensitivity of the instrument for greater deflection. if desired. The
nmeter is used to notice the number of the maximum deflection while micrometer is moved

r down in liquid.




PROCEDURE:

1. Unscrew the knurled cap of cell and lift it away from double walled construction of the cell.
In the middle position of it pour experimental oil and screw the knurled cap. Wipe of the

excess liquid overflowing from the cell.
2 Insert the cell in heavy base socket and clamp it with the help of screw provided on its side.

3. Connect the high frequency generator with cell by coaxial cable provided with the
instrument. In ultrasonic interferometer frequency selector knob should be positioned at

desired frequency (same frequency as that of liquid cell chosen).

4. Move the micrometer slowly in either clockwise or anticlockwise direction till the anode

current on the ammeter on the high frequency generator shows a maximum or minimum.

5. Note the reading of micrometer corresponding to the maximum or minimum in micro

ammeter. Take about 10 readings of consecutive maximum or minimum and tabulate them.

6. Take average of all differences (A/2).

7. Once the wavelength is known the velocity (U) in the oil can be calculated with the help of

) the relation U = Af.

VISCOMETER:

VISCOMETER

A viscometer (also called viscosimeter) measures the apparent viscosity of the liquid for a
given flow rate and temperature. For liquids with viscosities which vary with flow conditions,
an instrument called a Rheometer is used. Thus, a Rheometer can be considered as a special

type of instrument. Viscometers only measure under one flow condition.




al, either the fluid remains stationary and an object moves through it, or the object is
y and the fluid moves past it. The drag caused by relative motion of the fluid and a
s a measure of the viscosity. The flow conditions must have a sufficiently small value

olds number for there to be laminar flow.

WALD'S VISCOMETER:

“viscometer, also known as U-tube viscometer or capillary viscometer is a device
measure the viscosity of the liquid with a known density. The method of determining
sity with this instrument consists of measuring the time for the known volume of the
flow through the capillary under the influence of gravity. Ostwald viscometer is

after the German chemist Wilhelm Ostwald,

EMENT OF VISCOSITY:

ty of liquid is measured using Ostwald's viscometer. The viscometer is filled with
distilled water) and it is held in a controlled water bath. The water in the
is kept undisturbed for the attainment of the experimental temperature. Using a

angement, the water is sucked above the marked level and then it is allowed to

e at the experimental temperature was determined. Using the time taken for the

water and mixture, the viscosity of unknown liquid mixture is determined using the

t are the viscosity, density and time flow of water respectively and 1 ps
6?;'{!;5#,-densi'ty and time flow of unknown liquid mixture respectively. For

» viscosity is required to be high at low shear rates to prevent sedimentation




STIC PARAMETERS

"RASONIC VELOCITY (U):

-asonic velocity (U) has been calculated from the expression,

U =\ f (m/s)

2d /N = Wavelength of the ultrasonic waves in oil in metre.

= Number of maxima or minima.

ce between two successive maxima or minima in metre.
ency in hertz.

MENT OF THE DENSITY:

v measurement was made by specific gravity bottle. The specific gravity bottle was
y rinsed using acetone (cleaning agent). The weight of the specific bottle was
Then the weight of the specific gravity bottle with the liquid was measured. From

wrement the density of the liquid was calculated.

weig htoft heliquid
toft hesamevolumeofwater

2340,

'xﬁﬁn:sity of water (Kg/m?)

§
[

weight of the empty S.G bottle in Kg.
eight of the S.G bottle with water in Kg.

: s. t of the S.G bottle with liquid in Kg.

10

asonic velocity is the speed at which ultrasonic sound waves travel through a medium.







g%

875+0.345T) x 108 ( kgms?)

sobson's constant which is a temperature dependent in kgms”.

diabatic compressibility in (m?/N).

QUSTIC IMPEDANCE (Z):

Acoustic impedance is the resistance to sound wave propagation. The denser the
rial. the more acoustic impedance it has; the more echogenic it is, the whitest it appears

ereen. Acoustic impedance (Z) has been calculated using the expression.

7= pU (Kg/m?/s)

of the liquid in m/s.

sity of the liquid in Kg/m’.

XATION TIME (7):
ation time is the time required for a viscous substance to recover from

after flow has ceased. Relaxation time () has been calculated using the

ity of the liquid in Ns/m?.

abatic compressibility in m?/N.

v

13









()BSERVATIONS. TABULATIONS AND GRAPHICAL REPRESENTATIONS:

Table 1: VELOCITY OF DIFFERENT EDIBLE OIL

SAMPLE ULTRASONIC VELOCITY
(U) x 10" (m/s)

"COCONUT OIL 1.380
"GROUNDNUT OIL [ 440

NEEM OIL 1.440
SUNFLOWER OIL 1.440

SESAME OIL 1.440

[T 1.45f

| 144

| 143 -

| 142 -

' 1.41

€ >2 144

2% E 139

) 2 *

"2‘, g8 138

Z 137
| 1.36
1.35 ' ' ’
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| SAMPLE

| T . _ . i e P

Figure 1; VELOCITY OF DIFFERENT EDIBLE OIL
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Table 2: DENSITY OF DIFFERENT EDIBLE OIL

r’SKMPLE DENSITY (p) x 10°
(Kg/m?)
COCONUT OIL 0.9528
"GROUNDNUT OIL 0.9462
'NEEM OIL 0.9599
SUNFLOWER OIL 0.9527
SESAME OIL 0.9532
0965 | = . Ll
|
096
E
W 0955
-
=
= 0.95
E 0.945
=
(Vh]
8 094
0.935 — =g S e
COCONUTOIL GROUNDNUTOIL  NEEMOIL  SUNFLOWEROIL  SESAME OIL
SAMPLE

Figure 2: DENSITY OF DIFFERENT EDIBLE OIL
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Table 3: VISCOSITY OF DIFFERENT EDIBLE o

[ SAMPLE [ Viscosmy () x 102
(Ns/m?)

"COCONUT OIL 3950

"GROUNDNUT OIL 3335

'NEEM OIL 6.148

SUNFLOWER OIL 4.048

SESAME OIL 4.120

6_.
z
o 4
o
-
x S g
e
o)
K
SEa L
D = P e — s Ty | - -

| COCONUTOIL GROUNDNUTOIL ~ NEEMOIL  SUNFLOWEROIL  SESAMEOIL

| SAMPLE

Figure 3: VISCOSITY OF DIFFERENT EDIBLE OIL
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Table 4: ADIABATIC COMPRESSIBILITY OF DIFFERENT EDIBLE OIL

-
SAMPLE ADIABATIC COMPRESSIBILITY
(B.) x 10719
(m?*/N)
"COCONUT OIL 55111
GROUNDNUT OIL 5.0964
NEEM OIL 5.0237
SUNFLOWER OIL 5.0619
"SESAME OIL 5.0592
5.6
5,5+
54
535
520

wu

ADIABATIC COMPRESSIBILITY
(x102° m¥N)

47

—

Figure 4: ADIABATIC COMP

50
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4.8 -
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SAMPLE

RESSIBILITY OF DIFFERENT EDIBLE OIL
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Table 5: INTERMOLECULAR FREE LENGTH OF DIFFERENT EDIBLE OIL

— SAMPLE INTERMOLECULAR FREE LENGTH
(L) x 10717 (m)
"COCONUT OIL 05514
GROUNDNUT OIL 0.5099
NEEM OIL 0.5027
SUNFLOWER OIL 0.5065
SESAME OIL 0.4501

INTERMOLECULAR
FREE LENGTH (x10°m )
o ®© © © ©o
b (] w E= wv
{
|
|

| COCONUT OIL GROUNDNUT  NEEMOIL SUNFLOWER  SESAME OIL

I olL Ol
| SAMPLE
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Table 6: ULTRASONIC ATTENUATION OF DIFFERENT EDIBLE OIL

R » A
SAMPLE
ULTRASONIC ATTENUATION
(a/pz)x 1071
(Np/ms?)
COCONUT OIL 4.9690
GROUNDNUT OIL 4.4687
NEEM OIL 8.1213
SUNFLOWER OIL 5.3877
SESAME OIL 5.4807
9 -
5t
‘ i: 7 |
S - 6 A
= a8 5 4
Pl
g8 3]
328 1 . .
3 - digy L - _ B EMOIL  SUNFLOWER  SESAMEOIL
UT  NEEM
- COCONUT OlL GROL‘J:;IFN &
SAMPLE
DIFFERENT EDIBLE OIL

Figure 6: ULTRASONIC ATTENUATION OF
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Table 7: ACOUSTIC IMPEDANCE OF DIFFERENT EDIBLE OIL

e
SAMPLE ACOUSTIC IMPEDANCE
(Z)x 108
(Kg/m?/s)
"COCONUT OIL 1.3149
"GROUNDNUT OIL 1.3626
NEEM OIL 1.3823
SUNFLOWER OIL 1.3718
SESAME OIL 1.3726
14
1.38 -
[¥7]
g 1.36
Z -
% 22‘ 1.34 1
g2
° S—
3 T .
< 128 =
COCONUT OIL GROUNDNUT NEEMOIL SUNFLOWER OIL SESAME OIL
OIL
g SAMPLE
L L -

Figure 7: ACOUSTIC IMPEDANCE OF DIFFERENT EDIBLE OIL
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CHAPTER -1



1.1 AIM OF THIS PROJECT:

» The main aim of this project is to use solar energy for household
loads using an inverter. Solar energy is converted to electrical energy
by photo-voltaic (PV) cells. This energy is stored in batteries during

day time for the utilization purpose whenever required

» A solar inverter converts the direct current (DC) output of a
photovoltaic solar panel into a utility frequency alternating current
(AC) that can be fed into a commercial electrical grid or used by a

local, offline electrical network

» To find the efficiency of the standalone battery backup solar inverter
that can be used for easy installation of solar inverters in rural

households.



1.2 INTRODUCTION TO ENERGY RESOURCES

Energy is the capacity to do work and is required for life processes.
An energy resource is something that can produce heat, power life, move
objects, or produce electricity. Matter that stores energy is called a fuel.
Human energy consumption has grown steadily throughout human history.
Early humans had modest energy requirements, mostly food and fuel for
fires to cook and keep warm. In today’s society, humans consume as much
as 110 times as much energy per person as early humans. Most of the

energy we use today come from fossil fuels (stored solar energy).

There are two type of energy sources
1) Non-Renewable Energy Sources

2) Renewable Energy Sources

NON-RENEWABLE ENERGY SOURCES

Non-renewable energy comes from sources that will run out or will not
be replenished in our lifetimes-or even in many, many lifetimes . Most

non-renewable €nergy sources are

e Fossil fuels
Fossil fuels are formed due to the continuous heating and
compressing of organic matter buried beneath the earth’s surface.
The organic matter mainly comprises of plant and animal remains
that have decomposed, heated, and compressed over million of years

to form fossil deposits.



The deposits are extracted through drilling or mining and they
can be in liquid, gas or solid form. fossil fuels are highly
combustible, making them as rich source of energy. Example of
fossil fuels include:

Crude oil

Crude oil, also referred to as petroleum oil is the only non-
renewable resource that is extracted in liquid form. It is found
between the layers of earth’s crust or between the rocks and it is
retrieved by drilling a vertical well into ground and ocean floor.
Natural gas

Natural gas is a gaseous non-renewable resource that is found
to below the earth’s crust but near crude oil deposits in the
subsurface. Natural gas primarily consists of methane, but may also
contain other forms of natural gas such as propane, ethane and
butane. Methane is odorless and it is mixed with a special additive
to give it an odor for easy detection in case there is gas ovens, stoves
and grills.

Coal

Coal is created by compressed organic matter and it contains
carbon and hydrocarbon matter ?. It is formed from plant filled
swamps that have been covered by sediments for millions of years.
Coal is extracted by digging up the ground and taking out the coal
solids for processing into energy. The main types of coal are
anthracite, lignite, bituminous coal and sub-bituminous coal.
Bituminous is found in the United States. It has high heat content
and is used in generating energy and in making steel and iron.

Anthracite have high heating value and is used in metal industry.



¢ Nuclear Energy(uranium)

Nuclear energy is primarily obtained through the mining and
refining of uranium ore, a naturally occurring radioactive element
below the earth’s surface. Uranium is found in small quantities and
miners often gather the uranium deposits for refining and
purification. The mineral generates power through a process known
as nuclear fusion which creates enough pressure to run turbines and

generate nuclear power

RENEWABLE ENERGY SOURCES

Wind, solar, and biomass are three emerging renewable sources of
energy. Renewable energy is generally defined as energy that is collected
from resources which are naturally replenished on a human timescale, such

as sunlight, wind, rain, tides, waves, and geothermal !,

e Wind power
Wind power is another renewable energy. The wind’s kinetic
energy makes turbines spin creates a mechanical movement.
Afterwards, a generator transforms this mechanical energy into
electricity. There are several types of wind renewable energies
onshore wind turbines, offshore wind turbines and even floating
wind turbines. But the operating principles are basically the same for
all these types of wind —generated energy.
e Hydro-Electric Power
Hydroelectric power consists in the transformation of the
kinetic energy of the water (from rivers, dams, marine currents or

tides) into mechanical energy by turbines
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e Biogas
Biomass is made up of organic materials from plants or
animals that contain stored energy. The combustion of these natural
materials produce renewable energy. Some examples of generating
energy from biomass are
v' Directly burning the solid biomass like garbage or
wood to produce heat.
v" Converting biomass into biogases such as methane or
CO2 due to bacterial activity that happens in the
absence of oxygen
e Using sugar or corn crops to create bio-fuels such as bio-ethanol and
biodiesel and mixing them with fossil fuels afterward. Geothermal

Power

The Earth’s generates and stores geothermal energy. Radioactive
materials decaying inside the Earth are emitting energy. Electricity can
be created using directly or indirectly this energy depending on the

technology implemented .

SOLAR ENERGY

Solar energy is quite simply the energy produced directly by the sun
and collected elsewhere, normally from the Earth. The process creates heat
and electromagnetic radiation. The heat remains in the sun and is
instrumental in maintaining the thermonuclear reaction. The
electromagnetic radiation (including visible light, infra-red light, and ultra-

violet radiation) streams out into space in all directions ©!,

Only a very small fraction of the total radiation produced reaches the

Earth. The radiation that does reach the Earth is the indirect source of
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nearly every type of energy used today. The exceptions are geothermal
energy, and nuclear fission and fusion. Even fossil fuels owe their origins
to the sun; they were once living plants and animals whose life was
dependent upon the sun. Much of the world’s required energy can be

supplied directly by solar power. More still can be provided indirectly.

Due to the nature of solar energy, two components are required to
have a functional solar energy Generator. These two components are a
collector and a storage unit. The collector simply collects the radiation that
falls on it and converts a fraction of it to other forms of energy (either
electricity and heat or heat alone). The storage unit is required because of
the non-constant nature of solar energy; at certain times only a very small
amount of radiation will be received. At night or during heavy cloud cover,
for example, the amount of energy produced by the collector will be quite
small. The storage unit can hold the excess energy produced during the
periods of maximum productivity, and release it when the productivity
drops. In practice, a back up power supply is usually added, too, for the
situations when the amount of energy required is greater than both what is
being produced and what is stored in the container. In 21* century solar
energy is expected to become increasingly attractive as a renewable source
because of its inexhaustible supply and its non-polluting character. The
“photovoltaic effect” is the mechanism by which Silicon solar panels

harness the sun’s energy and generate electricity P,
SOLAR CONSTANT

Solar constant, total radiation energy received from the sun per unit
of time per unit of area on a theoretical surface perpendicular to the sun’s
rays and at Earth’s mean distance from sun. The solar constant is used to
quantify the rate at which energy received upon a unit surface such as solar

panel. Solar constants are used in various atmospheric and geological
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sciences. The relative constant does vary by 0.2% in a cycle that peaks once
every eleven years. The first attempt at estimating solar constant was made
by Claude Pouillet in 1838 at made by Claude Pouillet in 1838 at kW/m?.
The constant is rated at a solar minimum of 1.361kw/m? and a solar

maximum of 1.362 2],

USES OF SOLAR ENERGY

People use energy for many things, but a few general tasks consume
most of the energy. These tasks include transportation, heating, cooling,
and the generation of electricity. Solar energy can be applied to all four of

these tasks with different levels of success.
HEATING

Heating is the business for which solar energy is best suited. Solar
heating requires almost no energy transformation, so it has a very high
efficiency. Heat energy can be stored in a liquid, such as water, or in a
packed bed. A packed bed is a container filled with small objects that can
hold heat (such as stones) with air space between them. Heat energy is also
often stored in phase-change or heat-of-fusion units. These devices will
utilize a chemical that changes phase from solid to liquid at a temperature

that can be produced by the solar collector.

The energy of the collector is used to change the chemical to its liquid
phase, and is as a result stored in the chemical itself. It can be tapped later
by allowing the chemical to revert to its solid form. Solar energy is
frequently used in residential homes to heat water. This is an easy
application, as the desired end result (hot water) is the storage facility. A

hot water tank is filled with hot water during the day, and drained as

13



needed. This application is a very simple adjustment from the normal fossil

fuel water heater.
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HEATING APPLICATION OF SOLAR ENERGY

COOLING

Solar energy can be used for other things besides heating. It may seem
strange, but one of the most common uses of solar energy today is cooling.
Solar cooling is far more expensive than solar heating, so it is almost never
seen in private homes. Solar energy is used to cool things by phase
changing a liquid to gas through heat, and then forcing the gas into a lower
pressure chamber. The temperature of a gas is related to the pressure
containing it, and all other things being held equal, the same gas under a
lower pressure will have a lower temperature. This cool gas will be used to
absorb heat from the area of interest and then be forced into a region of
higher pressure where the excess heat will be lost to the outside world. The
net effect is that of a pump moving heat from one area into another, and

the first is accordingly cooled ¢,
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TRANSPORTATION

Of the main types of energy usage, the least suited to solar power is
transportation. While large, relatively slow vehicles like ships could power
themselves with large onboard solar panels, small constantly turning
vehicles like cars could not. The only possible way a car could be
completely solar powered would be through the use of battery that was
charged by solar power for a photovoltaic cell is only 32.3%, but at this
efficiency, solar electricity is very economical. Most of our other forms of
electricity generation are at a lower efficiency than this. Unfortunately,
reality still lags behind theory and a 15% efficiency is not usually
considered economical by most power companies, even if it is fine for toys
and pocket calculators. Hope for bulk solar electricity should not be
abandoned, however, for recent scientific advances have created a solar
cell with an efficiency of 28.2% efficiency in the laboratory. This type of
cell has yet to be field tested. If it maintains its efficiency in the
uncontrolled environment of the outside world, and if it does not have a
tendency to break down, it will be economical for power companies to
build solar power facilities after all. Now, we know that solar panel
transfers electrons into DC, and most appliance at home is using AC, why

we use inverters 1.
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2.1 LITERATURE REVIEW

[Britt; Jeffery s. (tucswon.AZ) Wiedeman; Scott (Tucson.AZ) 2012]

They have presented an experimental investigation to study a
semiconductor material used in a PV cell and its importance in determining
the efficiency of the solar cell at various parameters such as regards to
behavior with respect to temperature, weight and as well as other
parameters with which it is used and all those contribute to the deciding
factor of efficiency of the PV cell. The inventor has conducted many
experimental researchers to devise improvised methods and apparatus for
forming thin film layers of semiconductor materials. The field of
photovoltaic generally relates to multi-layer materials, converts sun light
directly into DC FElectrical Power. The basic mechanism for this
conversion is “The Photovoltaic Effect”. Solar cells are typically
configured as a co-operating sandwich of P-Type and N-Type
semiconductors, in which the N-Type semi-conductor material (on one side
of the sandwich) exhibits an excess of electrons and the P-Type
semiconductor material (on the other side of the sandwich) exhibits an

excess of holes each of which signifies the absence of an electron.

[Ho; Frank. (Yorba Linda, CA) Yeh; Milton Y (Santa Monica, CA) 1995]
Has worked on in improving the efficiency of Solar Cells. They have found
that the efficiency of the solar cell varies from 15% to 22% and innovations
are being carried out by changing the combination of semiconductor
material in the PV cell and find out improved efficiency. The inventor has
analyzed the properties of semiconductor material thoroughly and has
come out with a combination of cells- cascaded cell, permits achieving
more than overall efficiency of 23%. Up to the present time it has been

proposed to use either Germanium or Gallium Arsenide as the substrate for
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solar cell in which the principal active junction is formed of N-Type and
P-Type Gallium Arsenide. Attempts are continuing at developing solar
cells that efficiently use as much of solar spectrum as possible. In order to
catch as much as possible protons, the semiconductor used in the solar cell
must be designed for a small band gap, since the semiconductor material is

otherwise transparent to radiation with proton energy less than the band

gap.

[Bareis; Bernard F (Plano,TX) and Goei; E Esmond T. (Dublin, CA) 2004]
They have investigated on the concentrating solar energy receivers. In their
study they have commented that the solar collectors can be classified into
focusing type (concentrating type) and Non — focusing type (non-
concentrating type). The inventor has designed the concentrating type solar
energy receiver comprising a primary parabolic reflector having a centre
and a high reflective surface on a concave side of the reflector and having
a fixed axis extending from the concave side of the reflector and passing
through a fixed point of the primary parabolic reflector and a conversion
module having a reception surface. Non concentrating type solar collecting
devices intercept parallel un-concentrated rays of the sun with an array of

photovoltaic cells. The output is the direct function of array.

[Zhao; Xiaofeng (Guangdong, CN) 2011] The authors have conducted a
study on solar collecting and utilizing device and have concluded that the
efficacy of a solar energy conversion system depends on the various
parameter such as the quantum of radiation, intensity, direction, the tilt
angle of the collector, temperature etc. In case of solar collector and
utilizing device the sun tracking and beam focused radiation are of

paramount importance. This device consist of paraboloidal mirror, a sun
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light collector, a solar storage and conversion device and a solar tracking
equipment wherein said sunlight collector compresses a light guide which
convert factual into substantially parallel light beam and deflect them in a
desired direction and a curved surface condenser mirror which receive the
substantially parallel light beams reflected from the light guider and

converting them into a solar storage and conversion.

[SB Sadati, M.Yazdani — Asrami and others 2010]

The author worked on evaluation of supplying ruler and residential area
using photovoltaic systems in I.LR. Iran. They have commented on use of
sun’s energy has the biggest energy supplies and is clean and annexable
source which can be utilize by using appropriate technologies. The total
solar radiation received by different regions throughout the year the
average energy consumption required effect of temperature voltage —
current curve characteristics have been conceder for evolving a photo
voltaic system to meet the domestics required, economic analysis has been

made for justification of the use age of photovoltaic system.

[Zhao; Xiaofeng (Guangdong, CN) 2007]

They had worked Solar Collectors. The solar device is categorized as a
multi-layer heat storage structure and the said heat storage structure
corresponds to plurality of curved surface mirrors and as a light receiving
hole for receiving the condensed light from the curved surface mirror. The
heat structure contains a working fluid to transfer of storing the energy such
as groups of melted salts, water steam, smelting raw material and photo
electric cell. As compared thermal power generation the solar electric

power generation reduces the civil works in the building, avoids pollution,
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waste handling and air preheat-pollution treatment with comparative
calculation for building a solar thermal power station, it is inferred that it’s
costs intensive compared to conventional power station. However
considering the environmental impact on the space occupation and land

usage, his method is more appropriate.

[Coc Oko and S.N Nanchi 2012]

They have worked on Optimum Collector Tilt Angle for low latitudes.
There are many factors that affect the solar radiations falling on the earth.
Some of the factors that affect the intensity of the extra-terrestrial solar
radiation on the earth’s horizontal and tilted surfaces are clouds, dusts and
shades. In designing the solar equipment, the designer has to pay more
attention towards harnessing the isolation to the optimum level for
effective performance of the equipment. Determination of the tilt angle at

lower latitudes is one such effort for a country like Nigeria.

[Nataraj Pandiarajan, Rama Badran, Rama Prabha and Ranganathan 2012]
They have worked on application of circuit model for energy conversion
system. The solar energy is directly converted to electrical energy without
any electrical parts by the use of photovoltaic system. PV system is widely
utilized to cater power demands of the society in many countries. The
efficacy of the PV system depends on the operation of the system
components and its performance. The efficiency of the solar system
conversion technology stands at about 15 to 25% mainly because of the
conversation of DC power to AC power through battery bands. The best
way to utilize the PV System energy is to deliver it to the AC mains
directly, without battery banks. Studies on the PV system in operation
reveal that inverters contribute to 63% failure rate, modules 15% and other

components 23% with a failure occurring on an average of every 4 to 5
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tol2years. To reduce the failure rate of the PV systems it is necessary to

reduce failure rates of inverters and components of effective performance.
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3.1 SOLAR INVERTER

A solar inverter is similar to a normal electric inverter but uses the
energy of the sun (i.e) solar energy. A solar inverter helps in converting the
direct current into alternating current with the help of solar power. Direct
power is the power which runs in one direction inside the circuit and helps
in supplying current when there is no electricity. Direct current are used
for small appliances like mobile phones, mp3 players , [Pod etc. where
there is power stored in form of battery in case of alternating current, it is
the power that runs back and forth inside the circuit. The alternate power
is generally used for household appliances. A solar inverter helps devices
that runs on DC power to run in ac power so that the user makes use of AC

power 7],

Solar inverters are also called as photovoltaic solar inverters. These
devices can help you save lot of money. The small-scale grid one have just
two components (i €) the panels and the inverter while the off grid systems
are complicated and consists of batteries which allow users to use
appliances during the night when the sunlight is not available. The solar
panels and batteries that are placed on rooftops attract sun’s rays and then

converts the sunlight into electricity.

The batteries too grab the extra electricity so that it can then be used
to run appliances at night. Solar power inverters have special functions
adapted for use with photovoltaic arrays, including maximum power point

tracking and anti-islanding protection.
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3.2 TYPES OF SOLAR INVERTER

There are several types of solar inverters. Some of them are mentioned

below :-
° Stand-Alone Inverters
° Grid Tie Inverters
o Battery Backup Inverters
o String Inverters
° Micro-Inverters
° Central Inverters

STAND —ALONE INVERTERS

Stand-Alone inverters used in isolated system where the inverter,
draws its DC energy from batteries charged by photovoltaic arrays .Many
stand-alone inverters also incorporate integral battery charges to replenish
the battery from an AC source, when available. Normally these do not
interface in any way with the utility grid, and such are not required to have

anti-islanding protection 1%,
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Charge Controller

AC Load

Stand-alone Inverter

GRID TIE INVERTERS

Grid Tie inverters, which match phase with a utility-supplied sine
wave grid tie inverters are designed to shut down automatically upon loss
of utility supply, for safety reasons. They do not provide backup power

during utility outages.
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BATTERY BACKUP INVERTERS

Battery backup inverters are special inverters which are designed to
draw energy from, a battery manage the battery charge via an onboard
charger and export excess energy to the utility grid. These inverters are
capable of supplying AC energy to selected loads during a utility outages

and are required to have anti-islanding protection.

Solar Charge Off Grid
Controller Inverter

PV Array
Hassant-
Battery
STRING INVERTERS

String Inverters multiplies strings originates from the solar panels
are attached to the inverters and the DC electricity produced in them are
then transformed into AC current. A solar system located on a roof doesn’t
require more than one or a maximum of two-string inverters. They are
cheaper than other types of inverters and kept in the closer proximity of
fuse box and electricity meter. The problem with this type of inverter is
that if one panel is obstructed with shading, the remaining panels will be

sabotaged too and the efficiency will go down to a significant amount
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besides, less scope to expand the solar panels for the future. This type of

inverters is the main type of solar inverter at home.

String inverter layout

| (1000V) I ]
| b |

PV strings - DC side Inverter - AC side

MICRO-INVERTERS

Microinverters installed for each panel to optimize each panel’s
power in a module-level.so the transformation of the DC current to AC
happens in each inverter connected to each panel. Therefore shading on
one panel will not impinge upon the other panels, results in less variation
or no compromise of the optimum efficiency. Alongside the commercial
use, micro inverters are chosen as the best solar inverter for home as well.
Although they used to be expensive in the past, their prices have recently

gone down to a reasonable level.
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CENTRAL INVERTERS

It resembles the string inverters, but instead of putting the strings of
panels in the inverter, it joints all of the strings of panels together and
inserts it into a combiner box which is kept in a protected territory.
Afterwards, the strings are then connected to an inverter which receives the
DC electricity from the combiner box and a pad, its installation cost is very
less. It is less vulnerable to any physical or natural damage since it’s kept
in a protected area, which is free from any harsh weather. Since they have
more capacity compared with string and micro-inverter, they are mostly

used in large scale properties.
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4.1 PRINCIPLE OF SOLAR INVERTER

A solar inverter or PV inverter converts the direct current output of
a photovoltaic (PV) solar panel into utility frequency alternating current,
(AC) that can be fed into commercial electrical grid or used by a local, off-
grid electrical network. It is critical component in a photovoltaic system
allowing the use of ordinary commercial appliances. Solar inverters have
special functions adapted for the use with photovoltaic arrays, including

maximum power point tracking and anti-islanding protection

PHOTOVOLTAIC EFFECT

The photovoltaic effect is a process that generates voltage or electric
current in a photovoltaic cell when it is exposed to sunlight. It is this effect
that makes solar panels useful, as it is how the cells within the panel convert
sunlight to electrical energy. The photovoltaic effect was first discovered

in 1839 by Edmond Becquerel [/,
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ANTI-ISLANDING PROTECTION

Anti-islanding protection is a way for the inverter sense when there is a
problem with the power grid, such as power outage and shut itself off to

stop feeding power back to the grids .

4.2 HARDWARE REQUIREMENTS

1. SOLAR PANEL

A solar panel (also solar module, photovoltaic module or
photovoltaic panel) is a packaged, connected assembly of solar cells, also
known as photovoltaic cells. The solar panel can be used as a component
of a larger photovoltaic system to generate and supply electricity in
commercial and residential applications. Because a single solar panel can
produce only a limited amount of power, many installations contain several
panels. A photovoltaic system typically includes an array of solar panels,
an inverter, and sometimes a battery and interconnection wiring. Solar
panels use light energy (photons) from the sun to generate electricity
through the photovoltaic effect. The structural (load carrying) member of
a module can either be the top layer or the back layer. The majority of
modules use wafer- based crystalline silicon cells or thin-film cells based
on cadmium telluride or silicon. The conducting wires that take the current
off the panel may contain silver, copper or other non-magnetic conductive

transition metals.
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Polycrystalline Solar Panels (Poly-SI)

You can quickly distinguish these panels because this type of solar
panels has squares, its angles are not cut, and it has a blue, speckled look.
They are made by melting raw silicon, which is a faster and cheaper

process than that used for monocrystalline panels.

This leads to a lower final price but also lower efficiency (around
15%), lower space efficiency, and a shorter lifespan since they are
affected by hot temperatures to a greater degree. However, the differences
between mono-and polycrystalline types of solar panels are not so
significant and the choice will strongly depend on your specific situation.
The first option offers a slightly higher space efficiency at a slightly higher

price but power outputs are basically the same.
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2. CAPACITORS:

The inverter works by chopping the DC from batteries at a high

frequency and passing this chopped current to a small but powerful high-
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frequency transformer, to be converted to higher voltage. The high voltage
which is rectangular in form and also chopped, need to be rectified and

made smooth, so in the next stage, the PWM sine wave former, to work.

The word “smooth” implies that there need to be some form of energy
storage to fill in with energy when the waveform has its peak voltage and
to deliver that energy to the next inverter stage when the waveform has its

valley.

3. DIODES:

If we were to connect two inverter gates together so that the output of
one fed into the input of another, the two inversion functions would
“cancel” each other out so that there would be no version from input to

final output.

A special logic gate called a buffer is manufactured to perform the same
function as two inverters. It’s symbol is simply a triangle, with no inverting

“bubble” on the output terminal.
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4. VARIABLE RESISTOR:

A variable resistor is a resistor of which the electric resistance value can
be adjusted. A variable resistor is in essence an electro-mechanical
transducer and normally works by sliding a contact over a resistive
element. When a variable resistor is used as a potential divider by using 3
terminal it is called a potentiometer. When only two terminals are used, it
functions as a variable resistance and is called a rheostat. Electronically
controlled variable resistors exist, which can be controlled electronically
instead of by mechanical action. These resistors are called digital

potentiometers.
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5. MOSFET:

A MOSFET or metal oxide semiconductor field Effect Transistor,
unlike a Bipolar Junction Transistor (BJT)is a unipolar device in the sense

that it uses only the majority carriers in the conduction.
Switching in Electronics:

Semiconductor switching in electronic circuit is one of the important
aspects. A semiconductor device like a BJT or a MOSFET are generally

operated as switches i.e. they are either in ON state or in OFF

6. CTC880

Pin connection of CTC 880. Its
equivalent is D 880

B
CE  CTC880Pins
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Features:-

* NPN Low frequency power amplifier

* DC current gain (hFE) ,typically 60 to 300
* Continuous collector current is 3A

* Collector-emitter voltage (VCE) is 60V

* Emitter Base voltage(VBE) is 7V

* Available in TO — 220 package

7. TC SEC KA317

It is a three terminal positive adjustable regulator

Adijust
VO.,;'

Features:-
* Output current in Excess of 1.5A
* Output adjustable between 1.2V and 37V
* Internal Thermal overload protection

* Internal short-circuit current limiting
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* Output-Transistor Safe operating Area Corporation
* To — 220package
8. RESISTANCE (1 Kilo Ohm):

One kilo ohm is equal to 1000 ohms, which is the resistance between
two points of a conductor with one ampere of a conductor with one ampere
of current at one volt. The kiloohm is a multiple of the ohm, which is the
SI derived unit for electrical resistance. In the metric system, ”’Kilo™ is the

prefix for 10 ohm.

x"((,~

9. TRANSFORMER 12-0-12:

12-0-12 5 Amp Centre Tapped Step Down Transformer is a general
purpose chassis mounting mains transformer. Transformer has 230V
primary winding and centre tapped secondary winding. The transformer is
a static electrical device that transfers energy by inductive coupling

between its winding circuits.
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10. 12V-8AH DC BATTERY(VIRLA):

A valve regulated lead-acid (VRLA) battery, commonly known as a
sealed lead-acid (SLA) battery, is a type of lead-acid battery characterized
by a limited amount of electrolyte absorbed in a plate separator or formed

into a gel; proportioning of the negative and positive plates.
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11. MULTIMETER:

A multimeter or multitester is a measuring instrument that can
measure multiple electrical properties. A typical multimeter can measure
voltage, resistance, and current, in which case it is also known as a volt-
ohm-milliammeter. Analog multimeters use a microammeter with a
moving pointer to display readings.
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12. MULTICORE CONNECTING WIRES:

A multicore cable is a type of electrical cable that combines multiple
signals or power feeds into a single jacketed cable. The term is normally
only used in relation to a cable that has more cores that commonly

encountered.
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13. THERMAL CONDUCTORS:

Conduction is the transfer of thermal energy between particles of
matter that are touching. Materials that are good conductors of thermal
energy are called thermal conductors. Metals are especially good thermal
conductors because they have freely moving electrons that can transfer

thermal energy quickly and easily.
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5.1 BLOCK DIAGRAM

PV Array Charge OC Load
Controller

AC Load
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5.2 CIRCUIT DIAGRAM

CTC 3]0

5.3 WORKING OF SOLAR INVERTER

A Solar inverter works by taking in the direct current or DC output
from our solar panel and transforming it into our alternating output 120V
current or AC output. The appliances in our home run on AC, not DC,
which is why the solar inverter must change the DC output that is collected

by our solar panels.

The sun shines down on our solar panels (photovoltaic (PV) cells)
which are made of semiconductor layers of crystalline silicon or gallium
arsenide. These layers are combination of both positive and negative layers

which are connected by a junction. When the sun shines, semiconductor
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layers absorb light and send the energy to the PV cell. This energy runs
around and bumps electrons lose and they move between the positive and

negative layers producing an electric current known as Direct current (DC).

Once this energy is produced it is stored in a battery during daytime
for the operation purposes whenever needed. The purposed system is
designed to utilize solar energy for home loads using an inverter. Then the
energy is sent to the inverter. when the energy is sent to the inverter, it is
in the DC format but our home requires AC. The inverter grabs the energy
and runs it through a transformer, which then splits out an AC output. The
inverter, in essence, tricks the transformer into thinking that the DC is
actually AC, by forcing it to act in a way like AC — the inverter runs the
DC through two transistors on and off superfast and feed two varying sides
of the transformer. The inverter will step up the voltage from 12 volts to
120 volts, which is the voltage used throughout the grid. This conversion
of voltage is what allows a 12 volts DC solar panel to be tied into a 120

volt AC grid 12,

SBATTERY
STORAGE SYSTEM

AC POWER
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6.1 TABULATON

INPUT DC VOLTAGE | OUTPUT AC VOLTAGE
TIME FROM SOLAR PANEL FOR LOAD

10:30 AM 18.74 26.1
11:00 AM 19.3 26.3
11:30 AM 19.5 26.3
12:00 PM 20.1 26.5
12:30 PM 20.12 26.5
1:00 PM 20.29 28.24
1:30 PM 20.36 28.24
2:00 PM 20.34 28.24
2:30 PM 20.21 28.23
3:00 PM 20.1 28.18
3:30 PM 19.64 27.8
4:00PM 18.7 26.47
4:30 PM 15.24 25.86
5:00 PM 14.61 25.86
5:30 PM 13.37 24.71
6:00 PM 12.8 24.39
6:30 PM 12 23.9
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6.2 GRAPH
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Output AC voltages for Load from input DC voltage from panel at

different timings on 26/03/2021 are measured, tabulated and graph is

drawn. From the graph, it is seen that high voltage is drawn between 1:30

p-m. to 3:00 p.m. and further the voltage falls gradually as the time passes.
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7.1 ADVANTAGES OF SOLAR INVERTER

o Solar energy has constantly helped in decreasing the green

house effect and global warming.

o Solar based devices will help in saving money and also energy

because many people have started using these devices.

o A Solar inverter helps in changing the DC into AC batteries.

This supports people who uses a partial amount electricity

[13].

o The synchronous solar inverter helps small home owners and

also power companies as they are huge in size.

o The multifunction solar inverters the finest among all and

works powerfully. It converts the DC to AC very carefully

which is suitable for commercial establishments.

° This inverter is cost effective, low cost than generators,

therefore there is a ease of installation.

o Solar inverter provides constant and uninterrupted power
supply.

o There is no requirement of electricity and manpower to operate
the device.

o As moving parts is not involved, its efficiency is further

enhanced. It acts as a power backup solution.

o It is an eco-friendly means of power generation.

o It helps in reduction in consumption from conventional source
of energy.

o High efficiency and outstanding energy harvest in a small

modular design.

o Central and Micro-inverters can be up to 95% efficient.
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7.2 DISADVANTAGES

o Central inverters is difficult to do properly and 19s usually the
hardest part of designing a solar energy !4,

o For central inverter, the output from your whole array can drop
significantly, if any one of the panel is shaded.

o Micro-inverters are more expensive.

7.3 APPLICATIONS OF SOLAR INVERTER

o Solar inverters can be used domestic applications. It can be

plugs in your houses for your TV, computer and other wired

products ¥,
o Solar inverters can be used for industrial applications.
o Solar inverter helps in DC power utilization.
o HVDC transmission can be done using solar inverters.
o Electric vehicle drives can be run through solar inverters.
o Solar inverters convert low frequency main AC power to a

higher frequency used for induction heating 3.

o String inverters are most suitable for residential as well as
commercial purposes as it covers the ambit of small utility
installations that generally falls under IMW.String inverters
are best suitable for homeowners who are looking for lower-
cost PV systems or properties with roofs that are

uncomplicated and get consistent sunlight through the day.
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Central inverters are generally used for large commercial
installations, industrial faculties or utility scale solar farms as
central inverters support uniform and consistent production
throughout. They are generally not preferred for residential
requirements as their much smaller counter part—string
inverters are sufficient for fulfilling household energy
requirements.

Micro inverters are best suitable for residential and
commercial arrangements wherein the solar panels face
different directions, hence combating inefficiencies created
due to shading. It is costlier than string inverters but is the
perfect solution for installations where there is a disparity in
the amount of sunlight received by individual solar panels.
Off Grid inverters are most suitable for remote or rural areas
where the power grid would be impractical and uneconomical.
Grid-Tie inverters are most suitable for homes and offices in
urban areas which have access to power connections and lines
to connect to the utility grid. Solar users who do not want to
invest in batteries should opt for Grid-Tie inverters.

Hybrid inverters are ideal for users who want to cut off costs
by utilizing energy produced from sunlight during daytime as
well a store the same in batteries to support energy usage after
sunset. Hybrid solar inverters are a perfect choice for buyers
who are encountering frequent power outages, faults and

excessive load shedding.
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7.4 SOLAR ENERGY AS A FUTURE

Solar power has two big advantages over fossil fuels. The first is in
the fact that it is renewable it is never going to run out. The second is its

effect on the environment %],
POLLUTION FREE ENERGY

While the burning of fossil fuels introduces many harmful pollutants
into the atmosphere and contributes to environmental problems like global
warming and acid rain, solar energy is completely nonpolluting. While
many acres of land must be destroyed to feed a fossil fuel energy plant its
required fuel, the only land that must be destroyed for a solar energy plant
is the land that it stands on. Indeed, if a solar energy system were
incorporated into every business and dwelling, no land would have to be
destroyed in the name of energy. This ability to decentralize solar energy

is something that fossil fuel burning cannot match.
REDUCTION IN GREEN HOUSE GASES

Global warming and energy policies have become a hot topic on the
international agenda in the last years. Developed countries are trying to
reduce their greenhouse gas emissions. For example, the European Union
has committed to reduce their greenhouse gas to at least 20% below 1990
levels and to produce no less than 20% of its energy consumption from
renewable sources by 2020. In this context, photovoltaic (PV) power
generation has an important role to play due to the fact that it is a green
source. The only emissions associated with PV power generation are those
from the production of its components. After their installation they
generate electricity from the solar irradiation without emitting greenhouse

gases. In their life time, PV panels produce more energy than that for their
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manufacturing. Also, they can be installed in places with no other use, such

as roofs and deserts.
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8.1 CONCLUSION

Inverters are 95% efficient. Inverters play significant role in
providing alternate current supplies at the times of crucial power
requirements. The primary use of solar inverters is to convert direct current

to alternating current through an electrical switching process.

Photovoltaic power production is gaining more significance as a
renewable energy source due to its many advantages. These advantages
include everlasting pollution free energy production scheme, ease of
maintenance and direct sunbeam to electricity conversion. However, the
high cost of PV installations still forms an obstacle for this technology.
Moreover, the PV panel output power fluctuates as the weather conditions
such as isolation level and cell temperature. The described design of the
system will produce the desired output of the project. The inverter will
supply an AC source from DC source. The project described is valuable
for the promising potentials it holds within, ranging from the long rum
economic benefits to the important environmental advantages. This work
will mark one of the few attempts for pollution free environment in the
field of renewable energy. With increasing improvements in solar cell
technology and power electronics, such projects would have more value

added and should receive more attention and support.
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Chapter I
INTRODUCTION
1.1 Introduction to Microprocessor in Physics

Microprocessors are very large scale integrated circuits.
One single chip has an arithmetic and logic unit, a set of registers and
control sections, linked internally by pixety. Microprocessor has an
evolutionary effect on experimental Physics. Microprocessors are used in
a large scale by meteorologists and crystallographers. These people make
use of large frame computers. Microprocessor based systems are widely
used in industries for measurement, display and monitoring of physical
quantities like temperature, pressure, speed, flow, etc. Transducers are
used to convert physical quantities into electrical signal. The electrical
signal is applied to a converter and the result is displayed in the

microprocessor [1].

1.2 Aim of the project

« To choose and solve a statement problem which employs equations

of kinematics.

« To write an 8085 Microprocessor program to solve the chosen

problem.

« To change the inputs of the program and obtain a tabulation.

« To analyse the tabulation and draw a graph.



Chapter IT

LITERATURE REVIEW

Kimasha Borah [2] has given an overview of microprocessor 8085
and its applications. Microprocessor is a program controlled
semiconductor device i.e IC which fetches, decodes and executes
instructions. Microprocessors have day to day applications in equipments
like DVD players, test instruments, smoke alarms and audio and visual
components. The display of the the medical devices such as EEG and
ECG is based on microprocessor. Due to the wide variety of uses it has

revolutionized the human civilization.

Shashank Kumar Singh and et al [3] has studied the applications
of microprocessor and microcontroller. The portion of the computer that
allows it to do more work than a simple computer is the microprocessor.
Modern microprocessor can perform extremely sophisticated operations
in areas such as meteorology, aviation, nuclear physics and engineering.
Microcontrollers and microprocessors are widely used in embedded
systems. Though microcontrollers are preferred over microprocessors for
embedded systems due to low power consumption. This work presents
the general application of microprocessors and microcontrollers. The
impact of the microprocessor, however, goes far deeper than new and
improved products. Microprocessors and Microcontrollers provide a new

dimension to our society.

Vishwajit Bakrola [4] has presented the development of 8085
microprocessor based system, specifically designed for educational
purpose. 8085 is an excellent material for the fundamental of

microprocessor based system. The 8085 is in the core of entire system. In



this system, Demultiplexing is achieved with the help of D type latch
integrated circuits, which provides separate data lines and address lines.
The interfacing of memory is done with the microprocessor to provide
necessary instruction to implement on the system. The output port is
designed with combinations logic circuit and interfaced with the entire

system to gain necessary output.

Manoj Barfa and et al [5] has presented the implementation of 16
bit microprocessor. The central unit of all smart devices are processors,
whether they be electronic devices or otherwise. Their smartness comes
as a direct result of the decisions and controls that processor makes. The
existing commercial microprocessors are provided as black box units;
with which users are unable to monitor internal signals and operation

process, neither can they modify the original structure.

Priyanka and et al [6] has presented a study on applications of
microprocessor .Microprocessors are applicable to a wide range of
information processing tasks, ranging from general computing to real-
time monitoring systems. The microprocessor facilitates new ways of
communication and how to make use of the vast information available
online and offline both at home and in workplace. Electric Utilities
Company have traditionally used electromechanical (EMR) distance
relays for the protection of transmission lines in the past, and many such
relays are still in use in power systems today. Microprocessor-based
protective relays applications in the power systems protection were
investigated. The overall scheme takes up less panel space, the design and
wiring is simpler and less costly to implement. Installation and

maintenance testing are greatly reduced.

Udhbave Singh and et al [7] has implemented the machine

learning algorithm using microprocessor. The aim of the paper is to
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provide a better solution for control of railway crossing & prevention of
accidents caused due to absence of it. In order to do that we use
Microprocessor. Presently human intervention is required in order to
control barriers, use of microprocessor reduces human errors & can
responsibly avert drastic accidents. Making use of machine Learning
algorithms can pave the way for automation leading to ultimate
substitution of human workforce. The workforce can then be employed
more efficiently making the organization more streamlined & cost
effective. It will also decrease the cost incurred by the organization as the
number of employees will decrease & employees will be provided with

useful tasks increasing overall efficiency.



Chapter II1
KINEMATICS AND MICROPROCESSOR 8085
3.1 Equations of motion

In physics, equations of motion (Kinematic
equations) are equations that describe the behaviour of a physical
system in terms of its motion as a function of time. More specifically, the
equations of motion describe the behaviour of a physical system as a

set of mathematical functions in terms of dynamic variables.

Kinematics is the science of describing the motion
of objects using words, diagrams, numbers, graphs, and equations.
Kinematics is a branch of mechanics. The goal of any study of kinematics
is to develop sophisticated mental models that serve to describe (and
ultimately explain) the motion of real-world objects by using newton's

laws of motion. They are as follows,
Newton’s laws of motion

Newton's laws of motion are three laws that describe
the relationship between the motion of an object and the forces acting on
it.

Newton's first law

The first law states that an object at rest will stay at
rest, and an object in motion will stay in motion unless acted on by a net
external force. Mathematically, this is equivalent to saying that if the net

force on an object is zero, then the velocity of the object is constant.



Newton's second law

The second law states that the rate of change of
momentum of a body over time is directly proportional to the force

applied, and occurs in the same direction as the applied force.
Newton's third law

The law states that every action has an equal and

opposite reaction.

Kinematics is simple. It concerns only variables
derived from the positions of objects and time. In circumstances of
constant acceleration, these simpler equations of motion are usually
referred to as the SUVAT equations, arising from the definitions of

kinematic quantities:

« Displacement(s)
« Initial velocity (u)
« Final velocity (v)
« Acceleration (a)

« Time (t).

The following equations can be utilized for any motion
that can be described as being either a constant velocity motion or a
constant acceleration motion. They can never be used over any time
period during which the acceleration is changing. Each of the kinematic
equations includes four variables. If the values of three of the four
variables are known, then the value of the fourth variable can be
calculated. In this manner, the kinematic equations provide a useful
means of predicting information about an object's motion if other

information is known.



The three kinematic equations that describe an object's

motion are:
S d=ut+12at’
% vi=u’ +2as
% v=u+at
Where,

s => Displacement of the object.

t = Time for which the object moved.
a => Acceleration of the object.

u => Initial velocity of the object.

v => Final velocity of the object

Displacement (d):

The action of moving something from its place or position.
It is defined to be the change in position of an object. It is a vector

quantity.
Unit: m.
Acceleration (a):

Acceleration is the rate of change of velocity. Usually,
Acceleration means the speed is changing but not always. It is a vector

quantity.

Unit: m/s”



Initial velocity (u):

Initial velocity is the velocity at time interval t=0. It is the

velocity at which the motion starts.
Unit: m/s.
Final velocity (v):

Final velocity is the velocity which the body has at the end of

the given time period.
Unit: m/s

Each of these three equations appropriately describes
the mathematical relationship between the parameters of an object's
motion. As such, they can be used to predict unknown information about

an object's motion if other information is known.
3.2 Microprocessor 8085

Computer's Central Processing Unit (CPU) built on a
single Integrated Circuit (IC) is called a microprocessor. It is a computer
processor where the data processing logic and control is included on a

single integrated circuit or a small number of integrated circuits.

Fig 3.1 Microprocessor kit



Fig 3.2 Microprocessor 8085 chip

It is a programmable, multipurpose, clock -driven, register-
based electronic device that reads binary instructions from a storage
device called memory, accepts binary data as input and processes data
according to those instructions and provides results as output. The
microprocessor contains millions of tiny components like transistors,

registers, and diodes that work together.

A microprocessor is designed to perform arithmetic and
logic operations that make use of small number holding areas called
registers. Generally microprocessor operations include addition,
subtraction, comparison of two numbers and fetching numbers from one

area to another. The microprocessor follows a sequence to execute the

instruction:
« Fetch
« Decode
« Execute



Initially, the instructions are stored in the storage
memory of the computer in sequential order. The microprocessor fetches
those instructions from the stored area (memory), then decodes it and
executes those instructions till STOP instruction is met. Then, it sends the
result in binary form to the output port. Between these processes, the
register stores the temporary data and ALU (Arithmetic and Logic Unit)
performs the computing functions. The evolution, features and working

of an 8085 Microprocessor is described briefly,
3.2.1 Evolution

A Microprocessor is a complete computation engine that is

fabricated on a single chip.

« The first microprocessor was the INTEL 4004, introduced in 1971.
The 4004 is a 4 -bit processor.

« The microprocessor constructed to make it into a home computer
was the INTEL 8080, a complete 8-bit computer on one chip,
introduce in 1974,

o In 1976, Intel updated the 8080 design with the 8085 by adding
two instructions to enable / disable three added interrupt pins and
the serial I/O pins.

« In 1978 Intel introduced the 8086, a 16-bit processor which gave
rise to the X86 architecture. It did not contain floating point
instructions.

« In 1980 the Intel released the 8087.1t is the first math co-processor.

« The first microprocessor to make a real splash in the market was
the Intel 8088, introduced in 1979 and incorporated into IBM

Personal Computer.
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The Personal Computer market moved from the 8088 to the 80286
to the 80386 to the Pentium H to the Pentium HI to the Pentium IV.
All of these microprocessors are made by Intel and all of them are
improvement on the basic design of the 8088.

Some second source manufactures also produced CMOS version of
the microprocessor 8085-80C85.The 8085 was produced at speeds
ranging from 3MHz to 6MHz.

Fig 3.3 Intel 4004
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Intel Microprocess

Name |Year Transistors|Clock speed | Data width
8080 1974| 6,000 2 MHz 8 bits
8085 1976| 6,500 5 MHz 8 bits
8086 1978| 29,000 5 MHz 16 bits
8088 1979 29,000 5 MHz 8 bits
80286 1982| 134,000 6 MHz 16 bits
80386 1985| 275,000 16 MHz 32 bits
80486 1989| 1,200,000 | 25MHz 32 bits
Pentium 1993| 3100000 | 60MHz | 32/64bits
Pentium || 1997| 7500000 | 233MH: 64 bits
Pentium 11 1999 9,500,000 | 450 MHz 64 bits
Pentium IV [2000( 42,000000 | 1.5GH: 64 bits
Pentium IV "Prescott” | 2004 | 125,000,000 | 3.6 GHz 64 bits
Intel Core2 ~ {2006| 291 million 3GHz 64 bits
Pentium Dual Core | 2007| 167 million | 2.93 GHz 64 bits
Intel 64 Nchalem | 2009| 781million | 3.33GHz 64 bits

12
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3.2.2 Pin Diagram

Xy —»{]1 Vce
X, —wi]2 HOLD
Reset out €4—{]|3 HLDA
SOD «—{]4 CLK (out)
SID —{|5 Reset in
Trap 4—{|6 Ready

RST 7.5 —»{]7 IO/M

RST 6.5 w—{|8 S,

RST 5.5 —{]9 Vpp
INTR —{]10 RD
INTA <«—{]11 WR

AD, w»{|12 So
AD, -w»{]13 Ass
AD, (|14 Aqs
AD, a»{|15 Az
AD, -w»{|16 A1z
AD; <p{|17 A1
ADg {18 Aso
AD; -»{|19 Ag
Vss —{]20 Ag

Address Bus: A8 - Al5:

These pins carry the higher order of address bus. The
address is sent from microprocessor to memory A8 — A15.1t carries the

least significant 8-bit of memory I/0O address.
Data Bus: ADO - AD7:

Data bus 1s of 8 bit. It is used to transfer data between
microprocessor and memory.ADO —AD7.1t carries the least significant 8-

bit address and data bus.

13



Control Signals:

RD: This signal indicates that the selected 10 or memory device is to be

read and is ready for accepting data available on the data bus.

WR: This signal indicates that the data on the data bus is to be written

into a selected memory.

Status Signals:

[O/M: This signal is used to differentiate IO and Memory operations
SO & S1: This signals are used to identify the type of current operation.
Power Supply:

VCC: It indicates +5v power supply.

VSS: It indicates ground signal.

Interrupt signals:

TRAP: It is usually used for power failure and emergency shutoff.

RST 7.5: It 1s a maskable interrupt .It has the second highest priority.
RST 6.5: It is maskable interrupt. It has the third highest priority.

RST 5.5: It is a maskable interrupt. It has the fourth highest priority.

INTR: It is a general purpose interrupt. It is a maskable interrupt. It has

the lowest priority.
Externally Initiated Signals:
INDA: It is an interrupt acknowledgement signal.

RESET IN: This signal is used to reset the microprocessor by setting the

program counter to zero.

14



RESET OUT: This signal is used to reset all the connected devices, when

the microprocessor is reset.

READY: This signal indicates that the device is ready to send or receive
data.

HOLD: This signal indicates that another master is requesting the use of

the address and data buses.

HLDA: It indicates that CPU has received the HOLD request and it will

relinquish the bus in next clock.
Serial I/O signals:
SOD: The output SOD is set or reset as specified by the SIM instruction.

SID (Serial Input Dataline): The data on this line is loaded into

accumulator whenever a RIM instruction is executed.
Clock Signals:

X1, X2: A crystal (RC, LC, N/W) is connected at these two pins and is
used to set frequency of the internal clock generator. This

frequency is internally divided by 2.

CLK OUT: This signal 1s used as the system clock for devices connected

with the Microprocessor.[9]

3.2.3 Operating procedures

Generally, a microprocessor performs four different
operations: memory read, memory write, input/output read and
input/output write. In the memory read operation, data will be read from

memory and in the memory write operation, data will be written in the

15



memory. Data input from input devices are I/O read and data input to
output device are I/O write operations. The memory read/write and
Input/output read and write operations are performed as part of
communication between the microprocessor and memory or Input/output

device.

Microprocessors communicate with the memory, and I/O
device through address bus, data bus and control bus. For the
communication, firstly the microprocessor identifies the peripheral device
by proper addressing. Then a sends data provides control signal for
synchronization. . Initially, the microprocessor places a 16-bit address
and the address bus. Then the external decoder logic circuit decodes the
16-bit address on the address bus and the memory location 1s identified.
Thereafter, the microprocessor sends MEMR control signal which enable
the memory IC. After that, the content of the memory location is placed

on data bus and also sent to the microprocessor.
The step-by-step procedure of data flow is given below:

« The 16-bit memory address is stored in the program counter.
Therefore, the program counter sends the 16-bit address on the
address bus. The memory address decodes and identifies the
specified memory location.

« The control unit sends the control signal RD in the next clock cycle
and the memory IC is enabled RD is active for two clock periods.

« When the memory IC is enabled, the byte from the memory
location is placed on the data bus AD-AD2 after that data is

transferred is the microprocessor

16
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CHAPTER IV

PROBLEM AND EXECUTION

4.1 Statement problem

A Spacecraft is flying in a straight course with velocity 50 km/s. After

reaching a particular distance, its velocity becomes 120 km/s.
If the spacecraft fires its rocket for a time period of 10 s,

1. Find the distance travelled by the spacecraft for the given initial
velocity and also for u=75 km/s and u=100 km/s. Plot a graph to
show the variation for each of the given initial velocity.

2. If the final velocity 120 km/s is changed in the order of 140 km/s
and 160 km/s and the initial velocity is kept constant at
u = 75 km/s, find the distance for each value of v respectively.
Plot a graph to show the variation of ‘a’ for each value of ‘v’.

3. Draw graphs to show the variation of acceleration with the

varied Initial and Final velocities.

4 .2 Manual calculation

1. To find the value of distance for the given three values of
initial velocity (u), A. u=50 km/s, B. u=75 km/s,
C. u= 100km/s.

A. u=50 km/s, v=120 km/s, t=10 s

v=u +at

18



a = v-u/t
=120-50/10
a =7 km/s’

2 2
v =u+2as

2 9
2a8 = v-u”°
2
s=v 2-u’*/2a

= (120)*-(50)*/2(7)
=11900/14

s =850 km

B. u=75 km/s, v=120 km/s, t=10 s

v=u+at
a=v-u/t

= 120-75/10
a = 4.5 km/s’

v’ = u’+2as
s = v-u*/2a
= (120) %-(75) */2(4.5)
=14400-5625/9
s =975 km

C. u=100 km/s, v=120 km/s, t=10 s
v=u+at

a=v-u/t

19



a =120-100/10

a = 2 km/s”

s = v’-u’/2as
= (120) *-(100) */2(2)
=14400-10000/4

s = 1100 km

2, To find the value of distance for each value of the
final velocities, A. v=120 km/s, B. v=150 km/s,
C. v=160 km/s.

A.u=75 km/s, v=120 km/s, t=10 s

v=u +at
a=v-u/t

= 120-75/10
a=4.5 km/s*

v: = u’+2as
s = v>-u*/2a

= (120) %-(75) %/2(4.5)
s =975 km

B. u=75 km/s, v= 150 km/s, t= 10 s

v=u +at

a=v-u/t

20



= 140-75/10
a=6.5 km/s’

v’=u’+2as
s=v>-u’/2a

= (140) *-(75) */2(6.5)
$s=1075 km

C.u=75 km/s, v= 160 km/s, t= 10 s

v=u+at
a=v-u/t

= 160-75/10
a = 8.5km/s’

v'=u’+2as
s = v-u’/2a
= (160) *~(75) /2(8.5)
s=1175 km

4.3 Microprocessor 8085 program

3500=u, 3501=v, 3502=t
LXI SP, 4000H
LXI H, 3500H
MOV B, A

INX 3500H

21



MOV A, M
SUB B
MOV L, A
MVI H, 00H
LDA 3502H
MOV C, A
MVI B, 00H
CALL DIV
XCHG
DAD H
PUSH H
LDA 3500H
CALL SQU
LDA 3501H
CALL SQU
POP H

POP D
MOV A, L
SUBE
MOV L, A
MOV A, H

SBB D

22



MOV H, A

POP B
CALL DIV
POP H
SHLD 3503H
HLT
DIV
LXI D, 0000H
LOOP 1 MOV A, L
SUB C
MOV L, A
MOV A, H
SBB B
MOV H, A
JCLOOP 2
INXD
JMP LOORP 1

LOOP 2 DAD B

PUSH D

RET
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MUL

MOV C, A
MVI B, 00H
MOVE, C
MOV D, B
LXI H, 0000H
DADB

LOOP 1 DCX D

MOV AE

ORA D

JNZ LOOP 1

PUSH H

RET

4.4 Tabulations

Table 4.1: Final Velocity is kept constant, Initial Velocity is varied

Initial velocity | Final velocity | Time period | Distance
50 120 10 850
75 120 10 975
100 120 10 1100
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Table 4.2: Initial velocity is kept constant and Final velocity is varied

Initial velocity | Final velocity | Time period | Distance
75 120 10 975
75 150 10 1075
75 160 10 1175
Table 4.3: Acceleration as Initial velocity is varied
Initial velocity Acceleration
50 7
75 4.5
100 2
Table 4.4: Acceleration as Final velocity is varied
Final velocity Acceleration
120 4.5
150 6.5
160 8.5
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4.5 Graphs

Distance vs Velocity

1000

b
=
7

Velocity(km/s)

Fig 4.1: Variation of Distance with varied Initial Velocity

Acceleration vs Velocity

74
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Fig 4.2: Variation of Acceleration with varied Initial Velocity
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Distance vs Velocity
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Fig 4.3: Variation of Distance with varied Final Velocity
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Fig 4.4: Variation of Acceleration with varied Final Velocity
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Chapter V

CONCLUSION

5.1 Result & Discussion

The Microprocessor 8085 program for solving a kinematic
equation word problem is executed and the outputs are obtained in
hexadecimal format. Graphs are plotted that show the variation of
distance and acceleration with respect to changes in initial and final
velocities respectively. It can be seen that the acceleration due to gravity
decreases as the initial velocity increases and increases when the final
velocity is increased. As for distance, it can be seen increasing when

either initial or final velocities are increased.

5.2 Conclusion

Many mathematical and physical equations can be solved by
using microprocessor programs just like it has helped to solve kinematic
equations and has provided us outputs to draw a certain result. In
conclusion, a Microprocessor program is the basis of very advanced
Engineering and Al (Artificial Intelligence) in every field, whether in
physical or mathematical field and so on. With the help of
Microprocessor programs, complex mechanisms are made easy. Thus

Microprocessor paves the way for the Modern world.
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ABSTRACT

Recent COVID-19 pandemic gave us huge loss of lives. On
account of this pandemic all the countries in the world initiated many rules
and regulations keep ourselves hygienic, washing hands, wearing mask,
maintaining physical and social distancing. It is really a challenge to
maintain physical distancing in public places. Now, we are in the situation of
helping our affected world by introducing some devices which will help to

detect and maintain the physical distance.

In our project we have introduced a device to detect the physical
distancing with the help of radar software using sensor and arduino
ATmega328P.It detects the objects or humans upto a distance of 40 cm. We
have made a small sample working model of physical distancing this idea

can be used in a larger manner so that it can be installed in public places.

In Chapter I, we have discussed about the main aim of this project and also

we have given an introduction to the basics of electronics.
In Chapter II, we have given the literature review using arduino.

In Chapter III, we have given a brief note on the components that we have

used in our project.

In Chapter IV, we have discussed the setup, construction, working, coding

for arduino and the coding for radar processing.

In Chapter V, we have jotted down the applications and the conclusion our

project.
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CHAPTER -1

INTRODUCTION

1.1 Electronics

The name Electronics comes from an electron, which is a very

small, invisible quantity of electricity present in all materials.

Today electronics plays a key role in the rapidly expanding
horizon of science and technology. Global communication of information,
digital computers, data processing at incredible speeds, robots, control of
machines and processes, control of energy, management of environment,
detection of targets, remote sensing, fast medical diagnostics are the gifts of

electronics.

Primarily electronics is a subject dealing with devices where the
generation and the flow of electrons are controlled. Circuits, subsystems and
systems are instrumented using these electronic devices for carrying out
different operations. The science and the engineering of electronics are less
than 100 years old. Developments of electronics have been very fast,
particular over the past 3 decades, and the industrial and commercial

applications have fortunately kept pace with these development.

Flow of electrons through conductors causes an electrical
current. It is really the discoveries of electrons through vacuum, gases and
solids which gave birth to electronics and opened entirely new and unlimited

avenues in all field of science and technology.




1.2 Arduino uno

Arduino was born at the Ivrea Interaction Design Institute as an easy
tool for fast prototyping, aimed at students without a background in
electronics and programming. As soon as it reached a wider community, the
Arduino board started changing to adapt to new needs and challenges,
differentiating its offer from simple 8-bit boards to products

for IoT applications, wearable, 3D printing, and embedded environments.

All Arduino boards are completely open-source, empowering users to
build them independently and eventually adapt them to their particular

needs.

The Arduino software is easy-to-use for beginners, yet flexible
enough for advanced users. It runs on Mac, Windows, and Linux. Teachers
and students use it to build low cost scientific instruments, to prove
chemistry and physics principles, or to get started with programming and
robotics. Designers and architects build interactive prototypes, musicians
and artists use it for installations and to experiment with new musical

instruments.

Fig 1.1: Arduino Uno




1.3 Aim of the Project

The project aims at bringing a thirst for Physics in this modern era. In
this project we have brought about the basic usage of arduino uno. This
project gives a deep sense of awareness about the recent life killer
“CORONA”. The project aims at playing a dual role, by being a bench
mark in the growing field of Physics and to serve as a tool for creating
awareness against the deadly virus “corona”. In this project “distance
measurement” is the foundation of the project. The setup acts as a source
and measures the distance and detects the objects at a range of 40 cm. The
setup works on the principle of arduino uno which is coded using arduino
IDE. The radar is programmed using the radar software. If the source is
placed in a crowded surrounding, the setup detects the objects which are
closer than 40 cm and helps in maintaining social distance. Thus the project

meets the need of today’s world.




CHAPTER -11
LITERATURE REVIEW

Arduino has greater academic applications. Kuldeep Singh Kaswan
and etal[ 1] investigated, the roles of Arduino among microcontroller boards.
They have identified the different types of Arduino boards and its

applications from the literature work done.

Anas[2] has studied a system for measuring, monitoring and
estimation of some environment’s parameters like temperature, humidity,
and volume of CO». The system was developed using Arduino Uno micro-
controller and its platforms. It has high level scalability and is cost-effective,
which makes it suitable for other environment monitoring applications. His
paper contains elaborate explanations of the overall system architecture as
well as hardware and software requirements of the system. Viability of the
system has also been demonstrated through presentation of some results

obtained

Alessio and etal[3] have designed to develop distance measurement
system using ultrasonic waves and interfaced with arduino. We know that
human audible range is 20 Hz to 20 kHz. We can utilize these frequency
range waves through ultrasonic sensor HC-SR04.The advantages of this
sensor when interfaced with arduino which is a control and sensing system, a
proper distance measurement can be made with new techniques. This
distance measurement system can be widely used as range meters and as
proximity detectors in industries. The hardware part of ultrasonic sensor is
interfaced with arduino. This method of measurement is efficient way to

measure small distances precisely.




CHAPTER-III
DESCRIPTION OF COMPONENTS AND SOFTWARE
3.1 Ultrasonic sensor

An ultrasonic sensor can convert electrical energy into acoustic waves

and vice versa.

Fig 3.1: Ultrasonic sensor

3.1.1 HC-SR04 Sensor Features

o Operating voltage: +5V

o Theoretical Measuring Distance: 2cm to 450cm
« Practical Measuring Distance: 2cm to 80cm

o Accuracy: 3mm

o Measuring angle covered: <15°

o Operating Current: <I5mA

o Operating Frequency: 40Hz




3.1.2 Applications

« Used to avoid and detect obstacles with robots like biped robot, obstacle
avoider robot, path finding robot etc.

« Used to measure the distance within a wide range of 2cm to 400cm

« Can be used to map the objects surrounding the sensor by rotating it

o Depth of certain places like wells, pits etc can be measured since the

waves can penetrate through water.

If we need to measure the specific distance from the sensor, this can be

calculated based on the formula:
Distance= Speed™® Time. The speed of sound waves is 343 m/s. So,

Total Distance= (343 * Time of height(Echo) pulse)/2

Total distance is divided by 2 because signal travels from HC-SRO04 to
object and returns to the module HC-SR-04. To prevent the disruption of
the ultrasonic signals coming from the sensor, it’s important to keep the

face of the ultrasonic transducer clear of any obstructions.

Common obstructions include:

e Dirt
e Snow
e Ice

e Other Condensation



https://en.wikipedia.org/wiki/Sound

For this particular use case, the manufacturing companies offer Self
Cleaning sensors. Ultrasonic Sensors are best used in the non-contact

detection of:

e Presence

e Level
« Position
« Distance

Non-contact sensors are also referred to as proximity sensors. Ultrasonic

sensors are independent of:

o Light

« Smoke
o Dust

« Color

Ultrasonic sensors are superior to infrared sensors because they aren’t
affected by smoke or black materials, however, soft materials which
don’t reflect the sonar (ultrasonic) waves very well may cause issues. It’s

not a perfect system, but it’s reliable

Fig 3.2: Sensing the distance



https://www.maxbotix.com/product-category/all-environments/scxl-maxsonar-wr-products
https://www.maxbotix.com/product-category/all-environments/scxl-maxsonar-wr-products
https://www.maxbotix.com/articles/ultrasonic-or-infrared-sensors.htm

3.2. Buzzer

A buzzer or beeper is an audio signaling device, which may be
mechanical, electromechanical, or piezoelectric (piezo for short). Typical
uses of buzzers and beepers include alarm devices, timers, and confirmation
of user input such as a mouse click or keystroke. A buzzer is a device that
provides an audio signal in a circuit when a voltage is applied to it. It comes
in many different forms which include mechanical, electromechanical, and
piezoelectric. A switch is an electronic component that has the function of
allowing and preventing current flow when used in a circuit.They are
of different types such as piezo buzzers that use oscillating voltage,
electromechanical buzzers that use self-oscillations as in a horn, electro-
acoustic buzzers that convert electrical signals into sound vibrations, and

more.
3.2.1. Working Principle

The buzzer is a sounding device that can convert audio signals into
sound signals. It is usually powered by DC voltage. It is widely used in
alarms, computers, printers and other electronic products as sound devices.
The buzzer is mainly divided into piezoelectric buzzer and electromagnetic
buzzer, represented by the letter "H" or "HA" in the circuit. According to
different designs and uses, the buzzer can emit various sounds such as

music, siren, buzzer, alarm, and electric bell.
3.2.2. Types

e Piezoelectric buzzers.

e Magnetic buzzers.




e Electromagnetic buzzers.
e Mechanical buzzers.

e FElectromechanical buzzers
3.2.2.1. Piezo buzzer

The piezoelectric buzzer uses the piezoelectric effect of the
piezoelectric ceramics and uses the pulse current to drive the vibration of the
metal plate to generate sound. Piezoelectric buzzer is mainly composed of
multi-resonator, piezoelectric plate, impedance matcher, resonance box,
housing, etc. The multi-resonator consists of transistors or integrated
circuits. When the power supply is switched on (1.5~15V DC operating
voltage), the multi-resonator oscillates and outputs 1.5~2.5 kHz audio signal.
The impedance matcher pushes the piezoelectric plate to generate sound.
The piezoelectric plate is made of lead zirconate titanate or lead magnesium
niobate piezoelectric ceramic, and silver electrodes are plated on both sides
of the ceramic sheet. After being polarized and aged, the silver electrodes

are bonded together with brass or stainless steel sheets.

Fig 3.3: Piezo buzzer




3.2.2.2. Electromagnetic buzzer

Electromagnetic buzzer is composed of oscillator, solenoid coil,
magnet, vibration diaphragm, housing, etc. When the power supply is
switched on, the audio signal current generated by the oscillator passes
through the solenoid coil, which generates a magnetic field. The vibration
diaphragm periodically vibrates and sounds under the interaction of the
solenoid coil and the magnet. The frequency of the general electromagnetic

buzzer is 2-4 kHz.

Fig 3.4: Electromagnetic buzzer

3.2.2.3. Mechanical buzzer

The mechanical buzzer 1is a special sub-category of the
electromagnetic buzzer, which consists of an oscillator, an electromagnetic
coil, a magnet, a casing and etc. Under the interaction of the electromagnetic
coil and the magnet, the diaphragm on the outer casing is periodically

bridged to emit sound.

Fig 3.5: Mechanical buzzer




3.2.2.4. Electromechanical buzzer

Electromechanical buzzers use a bare metal disc and an
electromagnet. A magnetic field is generated when a voltage is applied
causing the magneto move and the metal disc to vibrate. This generates an

audible sound.

Fig 3.6: Electromechanical buzzer

3.2.2.5. Magnetic buzzer

A magnetic buzzer is a current driven device, but the power source
is typically a voltage. The current through the coil is determined by the
applied voltage and the impedance of the coil. A piezo buzzer differs from

a magnetic buzzer in that it is driven by a voltage rather than a current.

Fig 3.7: Magnetic buzzer




3.2.3. Buzzer Features and Specifications

Rated Voltage: 6V DC
Operating Voltage: 4-8V DC
Rated current: <30mA

Sound Type: Continuous Beep
Resonant Frequency: ~2300 Hz
Small and neat sealed package

Breadboard and Perf board friendly

3.2.4. Applications of Buzzer

Alarming Circuits, where the user has to be alarmed about

something
Communication equipments.
Automobile electronics

Portable equipments, due to its compact size.




3.3. Jumper wire

A jump wire (also known as jumper wire, or jumper) is an electrical
wire, or group of them in a cable, with a connector or pin at each end which
is normally used to interconnect the components of a breadboard or other
prototype or test circuit, internally or with other equipment or components,
without soldering. Individual jump wires are fitted by inserting their "end
connectors" into the slots provided in a breadboard, the header connector of a
circuit board, or a piece of test equipment. Jumper wires typically come in

three versions:

e Male-to-Male
e Male-to-Female

e Female-to-Female

The difference between each is in the end point of the wire. Male
ends have a pin protruding and can plug into things, while female ends do
not and are used to plug things into. Male-to-male jumper wires are the most
common and what you likely will use most often. When connecting two

ports on a breadboard, a male-to-male wire is what we will need.
3.3.1. Female to Female

These are 20cm long jumper wires terminated with female-to-
female socket. Use these to jumper from any male header on any board.
Multiple jumpers can be connected next to one another on a 0.1" header.
They work great with breadboards, Arduinos, and really any 0.1" pitch
prototyping board. Wires are the connecting parts of a circuit. Jumper wires

are small wire ducts that can be used to connect components to each other on




bread boards or elsewhere. The female and female heads of this product,

with plastic heads, can provide easier connection without need to soldering.

Fig 3.8: Female to Female
3.3.2. Male to Male

These Male-to-Male Jumper Wires are very handy for making wire
harnesses or jumpering between headers on PCB's. These jumper wires
come in a 'strip of 40 (4 pieces of each of ten colors). The sockets on either
end have 0.1" spacing end and fit cleanly next to each other on standard-
pitch 0.1" (2.54mm) header. They are in a 'ribbon strip' instead of individual
wires and can always be pulled to make individual jumpers, or keep them
together to make neatly organized wire harnesses. For best results, when
plugging these in a line, have the sides with the 'silver latch bit' sticking out

since that side is a tiny bit wider than 0.1"

%

Fig 3.9: Male to Male




3.3.3. Male to Female

These are Jumper wire male to female, used in connecting female
header pin of any development board (like Arduino) to other development

board having male connector.

Fig3.10: Male to Male
Features

e Easy to plug

e Appropriate length for jumping

e Length: 20cm

e Color: Red, yellow, green, white, black
e Jumpers are made from 26 AWG wires

e Material: Plastic




3.4 Arduino

The Arduino Unois a microcontroller board based on
the ATmega328 (datasheet). It has 14 digital input/output pins (of which 6
can be used as PWM outputs), 6 analog inputs, a 16 MHz ceramic resonator,
a USB connection, a power jack, an ICSP header, and a reset button.
Arduino i1s an open-source electronics platform based on easy-to-use
hardware and software. Arduino boards are able to read inputs and turn it
into an output.

Arduino board designs use a variety of microprocessors and
controllers. The boards are equipped with sets of digital and analog
input/output (I/O) pins that may be interfaced to various expansion

boards (Shields)or Breadboards (other circuits on them).

=
e 2 2

. DIGITAL (PWM ~)

ARDUINO

Fig 3.11: Arduino board




Arduino function
2§ ] PCS (ADCHSCL/PCINT13) anatog input

Arduino function
resel (PCINT14/RESET) PCBJ

digital pin 0 (RY) (PCINT18/RX0) POO] PCA (ADCA/SDAPCINTA2) analeg input 4
digital pn 1 (TX) (PCINT17/TXD) PD1(] PC3 (ADC3PCINT11) analog mput 3
digital pin 2 (PCINT18/INTO) PD2[ PC2 (ADC2/PCINT10) analog input 2
digital pin 3 (PWM)  (PCINT19/0C2B/INT1) PD3 [ PC1 (ADC1/PCINTS) analog input 1
digital pin 4 (PCINT20/XCK/T0) PD4 (] PCO (ADCO/PCINTS) analog input 0
vee veer GND GND
GND GND( AREF anaiog relerenice

AVCC VCC
PB5 (SCK/PCINTS) digital pin 13
PB4 (MISO/PCINTA4) digital pin 12
1 PB3 (MOSIOCZAIFCINTS) qigital pin 11{FWM)
PD2 (SS/IOCIBMPCINT2)  digital pin 10 (PWM)
PB1 (OC1APCINT1) digital pin @ (PWM)

crysial (PCINTB/XTAL1/TOSC1) PRE(]
crystal (PCINT7IXTAL2/TOSC2) PB7 (]
digital pin 5 (PWMN)  (PCINT21/0COB/T1) PDS [t
agial pin o (FWM)  (PCINTZZOCUAAINY) UG
digital pin 7 (PCINT23/AINT) PD7 (]
digital pin 8 (PCINTOICLKONCP1) PROT

Fig 3.12: Arduino uno pin mapping

3.4.3 Function of the pins
« Powerpin(Vin,3.3V,5V, GND)

V in: Input voltage to arduino when using an external power source.
5V: Regulated power supply used to power Microprocessor
3.3V: Supply generated by on board voltage regulator (50 mA).
GND: Ground pins.

¢ Reset pin

Resets the arduino.




Analog pins(A0-AS):
Used to provide analog input in the range of 0-5 V.
Input / Output pins (0-13)
Can be used as input or output
Serial pins (0 R(x),1T(x)
Used to receive and transmit TTL serial data.
External Interrupts (2, 3)
To trigger an interrupt.
PWM (3,5,6,9,11)
Provides 8-bit PWM output.
SPI (10(s s), 11(MOSI),12(MISO)and13(SCK)
Used for SPI communication.
Inbuilt LED(13)
To turn on the inbuilt LED.
TWI (A4(SDA),AS5(SCA):
Used for TWI communication.
AREF

To provide reference voltage for input voltage.




3.5 Servo motor

A servo motor is a simple electric motor, controlled with the help of
servo mechanism. If the motor as a controlled device, associated with
servomechanism is DC motor, then it is commonly known as a DC Servo
Motor. If AC operates the controlled motor, it is known as a AC Servo

Motor.

Fig 3.13: Servo motor
3.5.1 Principle

Servo  motor works on the PWM (Pulse Width
Modulation) principle, which means its angle of rotation is controlled by the
duration of pulse applied to its control PIN. Basically, servo motor is made
up of DC motor which is controlled by a variable resistor (potentiometer)

and some gears.
3.5.2 Types of servo motors

Servo motors can be of different types on the basis of their
applications. The most important amongst them are AC servo motor, DC
servo motor, brushless DC servo motor, positional rotation servo motor,

continuous rotation servo motor, and linear servo motor.
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3.14: Types of servo motor

3.5.3 Applications

e Machine Tool (Metal Cutting)
e Machine Tool (Metal Forming)
e Antenna Positioning

e Packaging

e Woodworking

e Textiles

e Printing




3.6. Bread board

A breadboard is a solderless device for temporary prototype with
electronic sand test circuit designs. Most electronic components in electronic
circuits can be interconnected by inserting their leads or terminals into the
holes and then making connections through wires where appropriate. The
breadboard has strips of metal underneath the board and connect the holes
on the top of the board. The top and bottom rows of holes are connected
horizontally and split in the middle while the remaining holes are connected

vertically.

...............................................................
...............................................................
................................................................

Fig 3.15: Breadboard

In figure 3.21 all holes in the selected row are connected together,

so the holes in the selected column. The set of connected holes can be called

a node:
.
All holes in the selected row are internally connected
i
s s e s v s e s er s res W eeve e o)
‘ All l 1-the sel d Y e int \ ed

Fig 3.16: Holes in breadboard




The term breadboard comes from the early days of electronics,
when people would literally drive nails or screws into wooden boards on
which they cut bread in order to connect their circuits. Luckily, since we
probably do not want to ruin all our cutting boards for the sake of an

electronics project, today there are better options.

Fig 3.17: Breadboard

Inside a breadboard

The inside of the breadboard has rows of metal chips that can fit

into the leads.

Fig 3.18: Metal chips

When we press a component's lead into a breadboard hole, one of these

clips grabs onto it.

peeTs

Fig 3.19: Components in metal clips




Some breadboards are actually made of transparent plastic, so we can see the

clips inside.

Fig 3.20: Transparent breadboard
3.6.1 Types of breadboard based on sizes
3.6.1.1. Mini Breadboard

Mini breadboard is the smallest type of solderless electronic
board on this one. Mini breadboard is used to make a mini circuit that does
not require large amounts of electronic components. The number of
connection holes owned by the mini breadboard is approximately 170 points.
The connection point is used as the connection point of the electronic

components.
3.6.1.2. Medium Breadboard

Medium breadboard is also called breadboard half breadboard.
This is because the number of connection holes is half of the number of
holes owned by the largest type. The connection point owned by this one

breadboard is approximately 400.
3.6.1.3. Large Breadboard

For the third type of breadboard this is the largest type. If we want

to make a large number of electronic component connections, then we can




use a large breadboard. The number of points owned is as many as 830

points.
3.6.2Types of breadboard

e Solder less type

e Solder type

Fig 3.21: Solder and Solderless breadboard

Breadboard Type 1: Solder less

The first types of breadboards is the solder less breadboard. This
kind of breadboard is the most common type of breadboard used for
prototyping and testing electronic circuits without having to solder

components. They are available in a variety of sizes, shapes, and ratings.

Fig 3.22: Solder less breadboard




The circuits that are built on solderless breadboards are temporary
and are mainly used to test the functionality of a circuit before finalising its
design onto a Printed Circuit Board (PCB). Solder less breadboards are
composed with rows and columns of holes big enough to accept most wire
gauges and component leads. If a component lead does not fit into the hole,

a wire can be soldered onto the lead that will fit in the hole.
Breadboard Type 2: Solder

While solder less breadboards are temporary in nature, solder
breadboards provide a more permanent setup for  our  electronic
circuits. Solder less breadboards can get quite annoying as things can come
loose with slight movement. A solder breadboard provides a more robust

setup.

Fig 3.23: Solder breadboard

It consists of holes for components (much like a solder less
breadboard) but with copper tracing. We will need a soldering iron to solder
these components to the solder breadboard which will create an electrical
connection with the copper tracing. Solder breadboards also come in a

variety of shapes and sizes depending on our needs.




3.7 RADAR

A software- defined radar is a versatile radar system, where most of
the processing, like signal generation, filtering, up-and down conversion etc

is performed by a software.

In our project we have used the radar processing to display the
name of our college and the distance of the target from the sensor in cm. We
have made this possible by a program. We have coded the radar in such a

way that it displays the distance.

In fig 3.24, the green lines indicates the calibration of the radar
.Once when the object is detected the lines turn red indicating that there is a

object within the range which is detected by the ultrasonic sensor.

Fig 3.24: Radar




CHAPTER- IV

CONSTRUCTION AND WORKING

4.1 Introduction

Starting with the ultrasonic sensor, it has four pins; arduino
has sets of pins namely the power pin set (8 pins), analog input pin set (6
pins), uno pin set (2-13 pins). It has a reset pin at the end of the arduino
pin. Arduino board is built up with microprocessors and microcontrollers.
Near the reset pin we have the power supply pin. A buzzer is fitted to a

bread board. The entire set up is fixed in the bread board.

4.2 Construction

¢ The first pin of the sensor is connected to the ground pin (GND) of the
power pin set.

% The second pin of the sensor is connected to the 6 ™ pin of the uno
pin set.

% The third pin of the sensor is connected to the 7" pin of the uno pin
set.

¢ The fourth pin of the sensor is connected to the 5V pin of the power
pin set.

% The buzzer is fixed to the bread board.

% One end of the buzzer is connected to the ground of the bread board

% The other end of the buzzer is connected to the 9" pin of the uno pin

set.




% The 5V pin and the ground (GND) of the power pin set is connected
to the ground of the buzzer.

¢ The servo motor has two wires twisted and is connected to the main
supply of the set up.

¢ Three pins from the ground of the buzzer is connected to the main

supply pin.

4.3 Working

The set up works on the principle of arduino uno. The power supply is
taken from the laptop and it is connected to the power supply slot of the
arduino pin. Once connected the ultrasonic sensor begins to detect the
objects within a range of 40 cm. If the object is too close to the sensor, the
buzzer begins to give a mild buzzer sound. This works with help of the
arduino uno coding. Further, the radar application is made to run in the
laptop and now the radar software works. The radar shows spikes of green
entitled as “RADAR SYSTEM-ST.MARYS COLLEGE”. The objects
detected within a range of 40 cms is depicted in red spikes and the distance
of the detected object is displayed in the “DISTANCE” column. Thus the

ultrasonic sensor detects the distance of a target.

4.4 Pin configuration

HC-SR04 Ultrasonic Sensor:

o VCC to Arduino 5V
o GND to Arduino GND




o Echo to Arduino pin 12
o Trig to Arduino pin 13

LCD Display :

o VSS to Arduino GND
o VCC to Arduino 5V

o VEE to Arduino GND
o RS to Arduino pin 11
o R/W to Arduino pin 10
o E to Arduino pin 9

o DB4 to Arduino pin 2
o DBS to Arduino pin 3
o DB6 to Arduino pin 4
o DBT7 to Arduino pin 5
o LED+ to Arduino 5V
o LED- to Arduino GND

4.5 Coding for arduino uno
// program to run arduino to perform the task of detection
#include <LiquidCrystal.h>
#define trigger 18
#define echo 19
LiquidCrystal Icd(2,3,4,5,6,7);
float time=0,distance=0;

void setup()




{

lcd.begin(16,2);
pinMode(trigger, OUTPUT);
pinMode(echo, INPUT);
led.print(" Ultra sonic");
led.setCursor(0,1);
led.print("Distance Meter");
delay(2000);

Icd.clear();

lcd.print(" st.marys college ");
delay(2000);

}

void loop()

{

Icd.clear();

digital Write(trigger, LOW);
delayMicroseconds(2);
digitalWrite(trigger, HIGH);

delayMicroseconds(10);




digitalWrite(trigger, LOW);
delayMicroseconds(2);
time=pulseln(echo,HIGH);
distance=time*340/20000;
led.clear();
led.print("Distance:");
led.print(distance);
led.print("cm");
led.setCursor(0,1);
lcd.print("Distance:");
led.print(distance/100);
led.print("m");
delay(1000);

}




4.6 Coding for radar processing

//program to run the radar software

import processing.serial.*;
import java.awt.event.KeyEvent;
import java.io.IOException;
Serial myPort;

// defubes variables

"nn,

String angle="";

"nn,

String distance="";
String data="";
String noObject;
float pixsDistance;
int 1Angle, iDistance;
int index1=0;

int index2=0;

PFont orcFont;

void setup()

{




size (1366,700);
smooth();
myPort = new Serial(this,"COMS5", 9600);
myPort.bufferUntil(".");
So actually it reads this: angle,distance.

}

void draw()
{
fil1(98,245,31);
// simulating motion blur and slow fade of the moving line
noStroke();
fill(0,4);
rect(0, 0, width, height-height*0.065);
fil1(98,245,31); // green color
// calls the functions for drawing the radar
drawRadar();
drawLine();
drawObject();

drawText();




}

void serialEvent (Serial myPort)

{

/l reads the data from the Serial Port up to the character '.' and puts it into

the String variable "data".
data = myPort.readStringUntil(".");
data = data.substring(0,data.length()-1);
index1 = data.indexOf(",");
angle= data.substring(0, index1);
distance= data.substring(index1+1, data.length());
/l converts the String variables into Integer
1Angle = int(angle);
iDistance = int(distance);
}

void drawRadar()
{
pushMatrix();
translate(width/2,height-height*0.074);

noFill();




strokeWeight(2);
stroke(98,245,31);
// draws the arc lines
arc(0,0,(width-width*0.0625),(width-width*0.0625),PI, TWO_PI);
arc(0,0,(width-width*0.27),(width-width*0.27),PL,TWO_PI);
arc(0,0,(width-width*0.479),(width-width*0.479),PL,TWO_PI);
arc(0,0,(width-width*0.687),(width-width*0.687),PL,TWO_PI);
/I draws the angle lines
line(-width/2,0,width/2,0);
line(0,0,(-width/2)*cos(radians(30)),(-width/2)*sin(radians(30)));
line(0,0,(-width/2)*cos(radians(60)),(-width/2)*sin(radians(60)));
line(0,0,(-width/2)*cos(radians(90)),(-width/2)*sin(radians(90)));
line(0,0,(-width/2)*cos(radians(120)),(-width/2)*sin(radians(120)));
line(0,0,(-width/2)*cos(radians(150)),(-width/2)*sin(radians(150)));
line((-width/2)*cos(radians(30)),0,width/2,0);
popMatrix();

}

void drawObject() {

pushMatrix();




translate(width/2,height-height*0.074);

strokeWeight(9);

stroke(255,10,10); // red color

pixsDistance = iDistance*((height-height*0.1666)*0.025);
// limiting the range to 40 cms

if(iDistance<40)

// draws the object according to the angle and the distance

line(pixsDistance*cos(radians(iAngle)),-
pixsDistance*sin(radians(iAngle)),(width-
width*0.505)*cos(radians(iAngle)),-(width-
width*0.505)*sin(radians(iAngle)));

}
popMatrix();

}

void drawLine() {
pushMatrix();
strokeWeight(9);
stroke(30,250,60);

translate(width/2,height-height*0.074);




line(0,0,(height-height*0.12)*cos(radians(iAngle)),-(height-
height*0.12)*sin(radians(iAngle)));

popMatrix();
}
void drawText()
{
pushMatrix();
if(iDistance<40) {
noObject = "Keep Distance";
}
else {
//moObject = "In Range";
}
fi11(0,0,0);
noStroke();
rect(0, height-height*0.0648, width, height);
fil1(98,245,31);
textSize(25);

text("10cm",width-width*0.3854,height-height*0.0833);




text("20cm",width-width*0.281,height-height*0.0833);
text("30cm",width-width*0.177 height-height*0.0833);
text("40cm",width-width*0.0729,height-height*0.0833);

textSize(40);

text("*St Marys College* ", width-width*0.98, height-height*0.0277);
text("Angle: " + iAngle +" °", width-width*0.555, height-height*0.0277);
text("Distance: ", width-width*0.36, height-height*0.0277);
text("ST.MARY'S COLLEGE", width-width*0.65, height-height*0.95);
if(iDistance<40)

{

text(" " + iDistance +" cm", width-width*0.225, height-
height*0.0277);

}
textSize(25);
fill(98,245,60);

translate((width-width*0.4994)+width/2*cos(radians(30)),(height-
height*0.0907)-width/2*sin(radians(30)));

rotate(-radians(-60));
text("30°",0,0);

resetMatrix();




translate((width-width*0.503)+width/2*cos(radians(60)),(height-
height*0.0888)-width/2*sin(radians(60)));

rotate(-radians(-30));
text("60°",0,0);
resetMatrix();

translate((width-width*0.507)+width/2*cos(radians(90)),(height-
height*0.0833)-width/2*sin(radians(90)));

rotate(radians(0));
text("90°",0,0);
resetMatrix();

translate(width-width*0.513+width/2*cos(radians(120)),(height-
height*0.07129)-width/2*sin(radians(120)));

rotate(radians(-30));
text("120°",0,0);

resetMatrix();

translate((width-width*0.5104)+width/2*cos(radians(150)),(height-

height*0.0574)-width/2*sin(radians(150)));
rotate(radians(-60));
text("150°",0,0);

popMatrix(); }




CHAPTER -V
CONCLUSION

Thus this object detecting device can detect the objects or
person upto a distance of 40 cm. This is very useful during recent pandemic
Covid-19 issue to maintain physical distancing. Our project can detect very
small distance and we can use the large modified form of this project to
detect long distance. So it can be used in many places like markets, ration
shops, super markets, bustands etc. One of the main applications is that it
maintains physical distancing during this covid-19 period. By this device we
can identify the number of objects which are at the limited distance of 40
cm so we can easily find out the people who are not maintaining physical
distancing. Therefore this device will be very useful for present situation

mainly during this pandemic.
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CHAPTER-1




INTRODUCTION

L1 INTRODUCTION:

As a rapidly growing sector in matenals science, nano
technology and nano science deal with materials that have particles within
a size range of 1 w 100 nm and a high surface-to-volume ratio [1]. In
general form, these particles are termed as nanoparticles (NPs) which
exhibit highly controlliable physical, chemical and biological properties in
the atomic and sub- atomic levels. However, these unigue features create
opportunities o use them in different sectors such as electronics,
oploelectronics, agriculture, communications, and bio medicine [2,3]. In
recent years, several NPs are showing their effectiveness in different
sectors of technology, among which zine oxide(ZnO) NPs have gained
much more importance in the recent years due to their attractive and
outstanding properties such as  high chemical stability. high
photostability, high electro chemical coupling coefficient and a wide
range of radiation absorption[4] . Again, Zn0 NPs are also recognized as
n-type multifunctional semiconductor materials that have a wide band gap
of 3.37e¢V and excite on binding energy up to 60 MeV even al room
temperature|1]. Nowadays, Zn0O NPs are predominantly used as
antimicrobial agents, delivering systems vaccines and anti- cancer
systems, photo catalyst, bio sensors, energy generators and bio-imaging
materials [5-7]. Among themselves, the photo catalytic application of
Zn0 NPs are significant. Several fabrication technigues are used to
produce Zn0) NPs such as thermal hydrolysis techmiques, hydro thermal
processing, sol-gel method, vapor condensation method, spray pyrolysis
and thermo chemical techniques [8]. Nevertheless, recently a new
synthesis method has been introduced and that is called biosynthesis
scheme in which the NPs are prepared by using biological matenals




having significant reducing and stabilizing features. Moreover, NPs with
vanable size and shape can be achieved through this process. Researchers
proposed several possible plant extracts and fungal bio masses that were
used in the green synthesis of Zn() NPs such as Aloe Barbadensis Miller
{Aloe Vera) leaf extract [9], Poncirus trifoliate leaf extract [10],
Parthenium hysterophorus L. (Carrot grass) leal extract [11], Aspergillus
geneus [12], Calotropis procera latex [13], Sedumal fredii 1 lance|14],
Physalis alkekengi L.[15].etc. However, the smaller particle size of Zn0O
NPs was observed by using Poncirus tnfoliate leat extract (8.48-
32.51nm), while for others, the results were satisfactory | 16]. In addition,
another potential element for the preparation of ZnO NPs through the bio
synthesis method is considered to be a leaf extract of Papaya leaf, The
present study focusses on the preparation of Zn0 NPs by bio synthesis
method. In bio synthesis method, Papaya leal extract is used, which is
used for medicinal purposes. The Zinc Oxide nanoparticles are known to
be one of the multifunctional inorganic nanoparticles and Zinc Oxide

crvstallites have been synthesized by simple and eco-friendly method.

1.2 NANOTECHNOLOGY AND NANOSCIENCE:

Nanotechnology is science, engineering, and technology used to
study materials at the nanoscale, which is about 1 to 100 nano meters,
Nanoscience and nanotechnology are the study and application of
extremely small things and can be used across all the other science fields,
such as chemistry, biology, physics, materials science, and engineering,
Nanoscience and nanotechnology involve the ability to see and to control

individual atoms and molecules.

Today's scientists and engineers are [inding a wide variety of ways
o deliberately make matenials at the nanoscale to take advantage ol their

enhanced properties such as higher strength, lighter weight, increased




control of light spectrum, and greater chemical reactivity than

their larger-scale counterparts [ 17].
1.3 NANOSCALE:

A nanomelre is one-bilhionth of a meter. Nanomaterials have at least
two dimensions that are between 1 and 100 nanometres in size. On this
scale, nteratomie (coulombie) lorces become large, and must be
considered when undertaking studies to characterize, experiment, and
model the behaviours of nanomatenals. Nanomaterials (NMs) are
functional materials consisting of particles with at least one dimension

below 100 nanometres (nm)

Fig 1.1

L4 TYPES OF NANOPARTICS:

« Natural nanomaterials—A nanomatenal made by nature through
(bio)geochemical or mechanical processes, without direct or

indirect connection to a human activity or anthropogenic process.




o Incidental nanomaterials—A nanomaterial  unintentionally
produced as a result of any form of direct or indirect human
influence or anthropogenic process.

« Engineered nanomaterials—A  nanomaterial  conceived,
designed, and intentionally produced by humans. Nanoparticles are
being produced in any number of processes, and they are at large
in the environment,

* Anthropogenic nanomaterials—Both incidental and engineered

nanomaterials,

Chemical precipitation
botfom-up -l1h j-

Natural ®

NPs */

Constituents of:
S0IL - SEDIMENTS

Fig 1.2

¢ Nano minerals are defined as minerals that only exist in the size range
ol approximately one to a few tens of nanometres in at least one
dimension. Well-known examples include most clays and metal oxides
{with ferrihydnte, an iron oxyhydroxade, as 4 type example).

o Mineral nanoparticles are delined as minerals that have nano-

dimensions, but these are minerals that can also exist in larger sizes.




s Amorphous nanoparticles are the same, except without atomic
structural order

* Thin Films and Coatings also occur on the nanoscale, These may be
on the order from a few nanometres to a hundred nanometres in
thickness, and may either be natural or engineered. Surface hilms and
coatings commonly have compositions and structures that are not
directly related to their underlying substrutes. Thin films can be
charactenzed by AFM imaging, and by a varety of analytical methods
such as  Auger Electron Spectroscopy, X-ray photoelectron
spectroscopy, and Time-of-Flight SIMS.

* Natural nanoparticles are ubiguitous in the Eurth system. They huve
many sources; voleanic activity, cosmic dust, aeolian particles denved
from weathering and wind erosion, chemical precipitation in many
environments, biomineralization, and biomass combustion.
Nanoparticles are important constiteents of the atmosphere, oceans,

soils, and in biota (produce or ingested by organisms).

1.5 SHAPES OF NANOPARTICLES:

Fig 1.3

Nanoparticles "are as small as =1 nm and may range up to several

tens of nanometres in at least one dimension”.



Nanosheets or nanofilms have one dimension in this size range; (e.g..
clay minerals)

Nanorods have two dimensions in this size range

Nanoparticles have three dimensions in this size range

MNunotubes are nanoscale matertals that have a wube-like structure; e:g.,

carbon nanotubes in the accompanying figure.

1.6 CONCEPTS OF NANO WORLD:

The nanoscience revolotion requires a  fundamentally  new

understanding of the properties of matter a the nanoscale. Here are some

contexts and concepts that require special consideration when dealing

with the nanoscale compared with micro- or mesoscale

Quantum effects are dominant on the nanoscale

Properties of matter change as a function of particle size on the
nanoscale.

“"Mineral nanoparticles also behave differently than larger micro- and
macroscopic crystals of the same mineral, Surface areas become quite
large with respect o volume at the panoscale.

Consequently, surface energies become quite large with respect o
Gibbs Free Energy.

Classical theory of nucleation and growth of crystals (one atom at a
time into an ordered crystal structure} is not entirely accurate.

Control of Grain Size on Solubility on the Nanoscale:

The contribution of nanoparticles to global bio/geochemical eycling is
rarely considered [ 18],

1.7 REVIEW OF LITERATURE:

Kumari et al., (2015) studied the influence of nitrogen doping on

structural and optical properties of Zn0 nano particles. Un-doped and N




doped Zn0O nano particles were synthesized by using chemical
precipitation method, The prepared samples were differentiated through
X-Ray Diffraction technique (XRD), Transmission Electron Microscopy
{TEM) equipped with Energy Dispersive X-ray (EDAX) speciroscopy,
UV-—visible spectroscopy, Fourier Transform Infrared (FTIR) and came
to a conclusion that the formation of impurity free wurtzite phase for
undoped and N doped samples was uncertain through XRD analysis. The
crystallite size was found increasing with increase in N doping
concentration [ 19].

Rochman et al, (2017) explained the synthesis of ZnO
nanoparticles made by Sol-Gel method, The parameters used in this
process are variations in pH, in increasing order, of Tto 12, in steps of |
by using two principal reactions method to produce compound oxide,
such as hydrolysis and condensation by considering Sodium hydroxide as
an agent. Research reveals that greater the pH of the sol-gel will increase
the agglomeration of particle and vice-versa [20].

Sutradhar et al, (2016) study used green synthesis of zinc
oxide nanoparticles (Zn0) ) by thermal method and under microwave
irradiation using the agueous extract of tomatoes as non-toxic and also
nature-friendly reducing material They concluded that microwave-
assisted green chemistry has been used for the preparation of Zn0O NPs.
A facile approach has been reported using tomato extract, acting as
reducing agent for the synthesis of Zn0O NPs of well-defined dimensions
in huge amount. This eliminated the need of toxic chemicals for the
production of nanoparticles. The synthesis has been done by thermal
process as well as under microwave irradiation using different power
and the synthesized nanoparticles was successfully used to prepare nano-
composites for photovoltaic apphcanons[21].

Ahmed et al, (2017) depicts the Structural, optcal, and




magnetic properties of Mn-doped Zn0O samples deals with the
microstructure, optical, and magnetic properties of Zn, Mn powder
samples with x = 0.02-0.08 synthesized by a solid-state reaction
method. X-ray diffraction showed that the cell characteristics between
a and ¢, increased with the increase in Mn content, which showed that Mn
ions substitute into the lattice of Zn0. It states that Mn-doped Zn0O
nano-powders have been successfully prepared by a solid-state
reaction route, XRD studies showed the incorporation of Mn into the Zn0O
lattice, The structural, optical and magnetic investigations showed that
FM observed at room temperature is an intrinsic property of the ZnCx: Mn
powder samples due 1o YO and defects, and it does not onginate from any
secondary magnetic phase or cluster formation[22].

Thaweesaeng et al.(2013) explained that Pure Zn0 and Cu -
doped ZnO nano-powders (1, 2, 3, 4 and 5 wt % Cu) were synthesized by
co-precipitation method without further post-heat treatment .It reveals
that’s synthesized Zn0O and Cu-doped Zn0O nano powders have been
successtully prepared using co-precipitation technique. The XRD results
confirmed that the crystal structure of all not synthesized samples is
hexagonal wurtzite with a average crystallite sizes is approximately 25-
27 nm corresponding to inter-planar spacing, lattice constant and micro-

strain of as-synthesized powders [23].

Khalil et al., (2014) reported that ZnO nanoparticles were obtained
by thermal decomposition of a binuclear zinc curcumin complex as
single source precursor. Research explained that low heat energy was
applied o degrade the organic moiety. Nanoparticles with a size ranging
from 117+ 4 nm were obtained from an easily prepared organic moiety
consisting metal complex precursor. Such a type of precursors has

potential for synthesizing metal oxide nanoparticles [24].




Sutradhar et al.,(2015) conducted research on the synthesis of zine
oxide (Zn()) nanoparticles and its composite with natoral graphite (NG)
powder for application in solar cells working., Zn0 nanoparticles were
prepared using green tea leaf extract as non-toxic and eco-friendly
reducing material under microwave irradiation. A facile approach has
been reported using green tea leaf extract, acting as reducing agent for
the synthesis of Zn0) nanoparticles of well-defined dimensions in bulk
amount, Excellent reproducibility of these nanoparticles, without using
any additonal capping agent or stabilizer, will have a huge advantage as
compared with microbial extraction, and biotechnology [25].

Matinise et al., (2017) conducted experiments to develop a better
and reliable process for the bio-fabrication of Zine oxide nanoparticles
through green method wsing Monnga Oleifera extract as an effective
chelating agent and concluded, Zine oxide nunoparticles with particle
size raging from 1227 and 30.51 nm have been successfully
synthesized naturally by Moringa-oleifera extract and characterized
using different methods. The XRD and EDS studies have shown that
an annealing at about 500-C in air is required for the synthesis of pure
wurtzite Zn() phase. This was stated via the XRD investigations shed-
lighting on the polyerystalline nature of the nanoparticles| 26].

Sindhura et al.,(2013) explained the biogenic zinc nanoparticles
were synthesized using the leaves of Parthenium hysterophorous by
green synthesis method. UV-VIS absorption spectroscopy was used to
monitor the guantitative formation of zine nanopanticles. The properties
of the synthesized zinc nanoparticles were studied using scanning
electron microscopy and nanoparticle analyzer. Zine nanoparticles were
seen to be spherical in shape with size ranged between 16-108.5 nm. They
came o a conclusion that the zine nanoparticles were synthesized

using Parthenium hysterophorous leaf extract by green synthesis




methad, Zinc nanoparticles coupled with microbial activity promises
potential apphications i agriculture where zinc 15 one of the essential

micronutrients which is need to be supplied to the crop plants [27].

Alias et al., (2010) concluded that Zn0 nanoparticles were
processed at different pH wvalues by the sol-gel process and
centrifuged at 3000 rpm within 30 minutes. The Zn0O  powders
agglomerate when synthesized in scidic and neutral conditions (pH 6
and 7). They stated that Fine powders were obtained when the pH of the
sols was increased to Y. The maximum crystallite size of the Zn() powder
was obtained at pH 9. The particles sizes of the Zn0) synthesized ranged
between pH 6 and || were in the range of 36.65-49.98 nm. Ultraviolei—
visible studies (UV—vis) also revealed that ZnO processed ranging from
pH 8 to 11 has good optical properties with band gap energy (Eg) between
3.14 and 3.25 V| 28],

Sangeetha et al,(2011) reported on the production of
nanostructure zine oxide particles by both chemical and biological
process. Highly stable and spherical zinc oxide nanoparticles are
produced by using zinc nitrate and Aloevera leal extract and stated
that greater than 95% conversion to nanoparticles has been achieved
with aloe leaf broth concentration greater than 25%. Structural,
morphological and optical properties of the svnthesized nanoparticles
have been characterized by using UV-Vis spectrophotometer, FTIR,
Photoluminescence, SEM, TEM and XRD analysis. SEM and TEM
analysis shows that the zine oxide nanoparticles prepared were poly
dispersed and the average size ranged between 25 to 40 nm. The
particles obtained have been found to be predominantly spherical and the
particle size could be controlled by varying the concentrations of leaf

broth solution [29].




Rao el al,(2016) stated that study has been to use a
biclogically mediated, low temperature approach for the synthesis of
zinc oxide nanoflowers. “Green™ methods have a number of advantages
over conventional approaches; these include the wuse of
environmentally benign reactants and its economic feasibility, The cell
free extract of Chlamydomonas reinhardti, a fresh water microalga was
used to synthesize the nunollowers. The nunoflowers were composed of
individual nanorods that assembled to form flower-like structures, The
nanorods measured 330 nm in length and these nanorods self-
assembled to form porous nanosheets that were found to measure 55-5()
nm. Particle size analysis revealed that the larger porous nanoflowers
approximately measured 4 pum, Powder X-ray diffraction studies
revealed that the zine oxide nanollowers had a hexagonal wurtzite
crvstal structure. Fourier transform  infrared spectroscopy  analysis
suggested that algal biomolecules were responsible for the synthesis and
stabilization of =zinc oxide nanostructores. These nanoflowers
demonstrate enhanced photocatalvtic activity against methyl orange
(MO) under natural sunlight [30].

Pulit-Prociak et al,(2016) swdy presents a method for
functionalization of textile materials using fabric dyes modified with
silver or zine oxide nanoparticles. Embedding of these nanoparticles
inta the structure of other materials makes that the final product is
characterized by antimicrobial properties. Indigo and commercially
avatlable dve was mmvolved in studies. It 15 worth o note that silver
nanoparticles were obtained in-situ in the reaction of preparing indigo
dyve and in the process of prepanng commercial dye baths. Such a
method allows reducing technological steps. The maodified dyes were
used for dyeing of cotton fibers. The antimicrobial properties of final

extile materials were studied, Saccharomyces cerevisiae strain was




used in microbiological test and concluded that the results confirmed

biocidal activity of prepared materials [31].
1.8 AIM OF THE PRESENT WORK:
The aim of the present work 1s:

o Tosyothesize Znt) nanoparticles

* To determine the structure and size of the pure ZnQ) nanoparticles
using X-Ray Diffraction analysis, SEM and EDAX.

1.9 MATERIAL IMPORTANCE:
1.9.1 ZINC OXIDE:

Zinc oxide (Zn0) 15 a common inorganic compound with a large
number of uses. It is insoluble in water but soluble in dilute acids and
bases. Its melting point is extremely high—1975 “C, where it also
decomposes Zinc compounds were probably used by early humans, in
processed and unprocessed forms, as a paint or medicinal ointment, but
their composition is uncertain, Since Zn0O nanoparticles are a relatively
new maierial, there 1s concern over the potential hazards they can cause,
Because they are very tiny, nanoparticles generally can travel throughout
the body, and have been shown in animal studies to penetrate the placenta
blood-brain barrier, individual cells, and their nuclei. Tissues can absorb
them easily due to their size which makes it difficult 10 detect them.
However, human skin is an effectuve bamer 10 ZnQ nanopartcles, for
example when used as a sunscreen, unless abrasions occur. ZnO
nanoparticles may enter the system lrom accidental ingestion of small

quantities when putting on sunscreen [32].

1.9.2 USAGE:

The main usage of zine oxide (zinc white) was i paints and as an




1.9.3

additive 1o ointments. Zinc white was accepted as a pigment in oil
paintings by 1834 but it did not mix well with oil. This problem was
solved by optimizing the synthesis of Zn0O. In 1845, Le Claire in Paris
was producing the oil paint on a large scale, and by 185(), zinc white was
being manufactured throughout Europe. The success of zinc white paint
was due 1o its advantages over the traditional white lead: zinc white is
essentially permanent in sunlight, it is not blackened by sulphur-bearing
air, it is non-toxic and more economical, Because zinc white is so "clean”
it is valuable for making tints with other ecolours, but it makes a rather
brittle dry film when unmixed with other colours. For example, during the
late 1890s and early 1900s, some arists used zinc white as a ground for
their pil paintings. All those paintings developed cracks over the years.
In recent times, most zinc oxide was used in the rubber industry to
resist corrosion. In the 1970s, the second largest application of Zn0) was
photocopying. High-quality ZnO produced by the "French process” was
added to photocopying paper as a filler. This application was soon
displaced by titanium [23].

APPLICATIONS OF PAPAYA LEAF:

1. DENGUE FEVER:

* One of the most prominent medicinal benefits of papaya leaf is
it's potential o treat certain symptoms associated with Dengue
fever,

o Papuya leaves extract sigmificanily increased blood platelet levels,

e Studies have found that papaya leal extract can improve blood
platelet levels in people with Dengue fever.




2. PROMOTE BALANCED BLOOD SUGAR:

* Papaya leaves extract to have potent antioxidant and blood sugar -
lowering effects, This is attributed to papaya leaf’s ability to protect
insulin-producing cells in the pancreas from the damage and

premature death.
J.IGESTIVE FUNCTION:

¢ Papaya leaf contain fibre a nutrient that supports healthy dipestive
function and a unigue compound called papain.
= Papain is used for its ability to break down large proteins into smaller,

easier to digest proteins and amino acid,
4. SUPPORT HAIR GROWTH:

o Papaya leaf masks and juices are often used to improve hair growth
and scalp health, but evidence to support it’ s efficiency for these
purpose is extremely limited.

e Papaya leal contains several compounds with antioxidant properties,

such as flavonoids and vitamin E.
5. ANTICANCER PROPERTIES:

o Papaya leaf extract has demonstrated a powerful ability to inhibit the
growth of prostate and breast cancer cells in test-tube studies, but
neither animal nor human experiments have replicated these results
[34].

1.10 IMAGE OF Zn0 PARTICLES:
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PREPARATION OF PURE Zn0O NANOPARTICLES

2.1 INTRODUCTION:

There are few methaods 1o synthesis nanoparticles. Slow evaporation,
hydro thermal, co-precipitation, sol-gel process are some of them, Here
we used the co-precipitation method o prepare Zn0) nanoparticles.

2.2 CHEMICAL APPROACH:

In the chemical approach, the maun components are the metallic
precursors, stabilizing agents and reducing agents (inorganic and organic
both). Reducing agents such as sodium citrate, ascorbate, sodium
borohydride (NaBH.). clemental hydrogen, polvol process, tollens
reagent, N N-dimethylformamide (DMF) and poly(ethylene glyeol)-
block copolymers are used [35],

2.3 GREEN APPROACH FOR SYNTHESIS OF Zn0 NPs:

Traditional methods are used from past many vears but researches
have proved that the green methods are more effective for the generation
of NPs with the advantage of less chances of failure, low cost and ease of
characterization [36]. Physical and chermmical approaches of synthesizing
NPs have posed several stresses on environment due to their toxic
metabolites. Plant-based synthesis of NPs is certainly not a troublesome
procedure, a metal salt 1s synthesized with plant extract and the response
is completed in minutes 1o couple of hours at typical room temperature,
This strategy has attracted much more attention amid the most recent
decade particularly for silver (Ag) and gold (Au) NPs, which are more
secure as contrasted with other metalhic NPs. Generation of NPs from
green technigques can be scaled up effortlessly and they are fiscally smart
too. In light of their exceptional properties the greenly orchestrated NPs
are currently favoured over the traditionally delivered NPs. Use of more

chemicals, which are harmful and toxic for human health and




environment, could increase the particle reactivity and toxicity and might
cause unwanted adverse effects on health because of their lack of
assurance and uncertainty of composition [37]. Green methods of
synthesis are significantly attractive because of their potential to reduce
the toxicity of NPs. Accordingly, the use of vitamins, amino acids, plants

extracts is being greatly populanzed nowadays [38].
24 CO-PRECIPITATION METHOL:

2.4.1 CO-PRECIPITATION:

Co-precipitation method refers to obtain a uniform composition in
two or more cations homogenegous solution through precipitation reaction,
which is one of important methods for the synthesis of composites
containing two or more Kinds of metal elements. The coprecipitation
technique is probably the simplest and convenient chemical pathway to
synthesize nanoparticles. Co-precipitation reactions  involve the
simultaneous occurrence of nucleation, growth, coarsening, and/or

agglomeration processes.
Co-precipitation reactions exhibit the following charactenstics:

* The products are generally msoluble species formed under conditions
of high superspuration.

o  Nucleation is a key step. and a large number of small panticles will be
formed.

o Secondary processes, soch as Ostwald ripesing and aggregation,
dramatically affect the size, morphology, and properties of the
products.

» The supersaturation conditions necessary to induce precipitation are

usuilly the result of a chemical reaction.




Typical Co-Precipitation Synthesis Methods:

Metals formed [rom aqueous solutions, by reduction from
nonagueous solutions, electrochemical reduction, and decomposition of
melal organic precursors. Oxides formed from agueous and nonaqueous
solutions. Metal chalconides formed by reactions of molecular precursors,

Microwave sonication-assisted coprecipitation.
242 ADVANTAGES:

Coprecipitation method has the advanages of directly obtaining
homogeneous nanomaterials with small size and size distribution through

vanous chemical reactions in the solution.

e Simple and rupid preparation.

o Easy control of particle size and composition.

o Various possibilities 1o modify the particle surfuce state and overall
homogeneity.

o Low lempetature.

o Energy efficient.

o Does not involve use of organic solvent.
2.4.3 DISADVANTAGES:

o Not applicable to uncharged species,

o Trace impurities may also get precipitated with the product.

o Time consuming.

* Butch-to-batch reproducibility problems.

o This method does not work well if the reactants have very different

precipitation rates [39],
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Fig 2.1
2.5 MATERIAL PREPARATION:

In the present work, pure Zn0) nanoparticles are prepared by Co-
precipitation method. This method is simplest and convenient pathway to

synthesize nanoparticles.
2.5.1 SYNTHESIS OF PURE ZINC OXIDE NANOPARTICLES:

29.474¢ of Zinc Nitrate is dissolved in 50ml extract of papaya leaf
mixed with distilled water. The beaker is washed well with acetone, The
mixture is poured in the beaker, kept in magnetic stirrer and stirred
thoroughly for 3 hours. 50ml of ethanol and 50ml of distilled water is
added and again stirred for 15 minutes. The beaker is kept undisturbed for
hours, The green coloured higuid changes into dark yellow colour. The
clear higquid is poured out and 50 ml of ethanol and 50 ml of distilled water
is added and again stirred for 3 hours., Now, the dark vellow coloured
liguid changes into pale yellow colour. The procedure is repeated for 5
times. The liquid thus obtained is a clear liquid. The sample is filtered and
heated in hot air oven at 100°C for | hour. The dried sample is placed in
muffle furmace at 7OO0°C for 5 hours. The precipitate thus obtained is finely
powdered. Thus the Nano Particles of Zine Oxide is obtained.
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2.6 Flow chart

-+

50 ml of distilled water

29749 g Zinc Nitrate

Stirred for 3 hours

S0 ml of IMstilled water
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50 ml of Ethanol

Surred for 15
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Procedure is repeated

Stirred for 3

hours

Heated in oven- 100°C

1 For one hour

Calcinated in Muifle Furnace -
Tooeg

For five hours
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CHABACTERIZATION
A1 INTRODUCTTION:

After the synthesis of NPs it 15 must to ponder the morphology and
other conformational subtle elements by utilizing different spectroscopic
strategies, The most widely utilized systems are: UV—vis absorption
spectroscopy, X-ray diffraction (XRD), Fourier transmission infrared
(FTIR) spectrascopy, dynamic light scattering (DLS}, energy dispersive
X-ray examination (EDAX), scanning electron microscopy (SEM),

transmission electron microscopy (TEM) and <o on,
3.2 XRDSPECTROSCOPY:

X-ray diffractograms of nano-materials give an abundance of data
from phase creation to erystallite estimate, from cross section strain 1o
erystallographic introduction, XRD is non-contact and non-destructive,

which makes it ideal for in situ studies [40].

Other techniques for characterization of NPs are EDS and DLS, the
energy dispersive spectroscopy (EDS) 15 used to separate the
characteristic X-rays of different elements into an energy spectrum, is
used for detection of elemental composition of metal NPs. Dynamic light
scattering analysis of incident photons is vsed to determine the surlace

charge and the hydrodynamic radius of the NPs.

3.2.1 X-RAY DIFFRACTION (XRDj):

X-ray diffraction 15 based on constructive interference of
monochromatic X-ruys and a crystalline sample. These X-rays are
generated by a cathode ray tbe, filtered to produce monochromatic
racdiation, collimated to concentrate, and directed toward the sample. The

interaction of incident rays with the sample produces constructive




interference (and a diffracted ray) when condition satisfy Bragg's law,
nA = 2d sinb

where,
n 15 the order of the diffracted beam
A is the wavelength of the incident X-ray beam.
d is the distance between adjacent planes of atom (the d-spacing),
B is the angle of incident of the x-ray beam.

When a crystal is bombarded with X-rays of a fixed
wavelength (similar 1o spacing of the atomic-scale crystal lattice planes)
and at certain incident angles, intense reflected X-rays are produced
when the wavelengths of the scattered X-rays interfere constructively. In
order for the waves to interfere constructively, the differences in the
travel path must be equal to integer multiples of the wavelength, When
this constructive interference occurs, a diffracted beam of X-rays will

leave the crystal at an angle equal to that of the incident beam.

Bragg's law:
nA = 2d sin@®
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Fig 3.1

A similar process occurs upon scattering neutron waves from the
nuclel or by a coherent spin interaction with an unpaired glectron. These
re-emitted wave fields interfere with each other either constructively or

destructively (overlapping waves either add up together 1o produce




stronger peaks or are subtracted from each other to some degree),
producing a diffraction pattern on a detector or film. The resulting wave

interference pattern i1s the basis of diffraction analysis.
3.2.2 INSTRUMENTATION AND
CHARACTERIZATION:X-RAY POWDER
DIFFRACTION ANALYSIS:

X-ruy powder dilfraction (XRD) is a rapid analytical technigue
primarily used for phase identification of a crystalline material and can
provide information on unit cell dimensions. The analysed material is
finely ground, homogenized, and average bulk composition is
determined.

PRINCIPLE:

Max von Laue, in 1912, discovered that crystalline substances act
as three-dimensional diffraction gratings for X-ray wavelengths similar to
the spacing of planes in a crystal lattice, X-ray diffruction is now a
common technique for the study of crystal structures and atomic spacing.
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X-ray diffraction is based on constructive inmerference of
monochromatic X-rays and a crystalline sample. These X-rays are
generated by a cathode ray wbe, filtered to produce monochromatic
radiation, collimated to concentrate, and directed toward the sample. The

interaction of the incident rays with the sample produces constructive




interference (and a diffracted ray) when conditions satisfy Bragg's Law
(nA=2d sin 8). This law relates the wavelength of electromagnetic
radiation to the diffraction angle processed and counted, By scanning the
sample through a range of 26 angles, all possible diffraction directions of
the lattice should be attained due to the random orientation of the
powdered material, Conversion of the diffraction peaks to d-spacings
allows identification of the mineral because each mineral has a set of
unigue d-spacings. Typically, this is achieved by comparison of d-
spacings with standard reference patterns.

3.2.3 X-RAY DIFFRACTOMETER:

A diffractometer is a measuring instrument for analysing the
structure of a material from the scattening pattern produced when o beam
of radiation or particles (such as X-rays or peutrons) interacts with it.

X-ray diffractometers consist of three basic elements; an X-ray
tube, a sample holder, and an X-ray detector. X-rays are generated in a
cathode ray wibe by heating a filament to produce electrons, accelerating
the electrons toward a target by applying a voltage, and bombarding the
target material with electrons [41].




3.3 SCANNING ELECTRON MICROSCOPY:THE ROLE
OF ELECTRONS:

As the name implies, electron microscopes employ an electron
beam for imaging. You cin s¢e the various products thal are possible as
a result of the interaction between electrons and matter. All these dilferemt
tvpes of signals carry different useful information about the sumple and it
is the choice of the microscope’s operator which signal to capture. In

SEM, two types of electrons are primarily detected:

o  backscattered electrons (BSE),

o secondary electrons (SE),

Backscattered electrons are reflected back after elastic interactions
between the beam and the sample, Secondary electrons, however,
originate from the aoms of the sample: they are a result of inelastic
interactions between the electron beam and the sumple. BSE come from
deeper regions of the sample, while SE originate from surface regions,
Therefore, BSE and SE carry different types of information. BSE images
show high sensitivity to differences in atomic number: the higher the
atomic number, the brighter the material appears in the image. SE imaging

can provide more detailed surface informanon.




3.3.1 SCANNING ELECTRON MICROSCOPE:
ELECTRONBEAM AND ELECTRON COLUMN:

Electrons are emitted from the filament of an electron source and
subsequently collimated into a beam, The electron beam travels through
the electron column, which consists of a set of lenses that focus the beam
onto the sample surface. Electron microscope lenses can be electrostatic
or magnetic, depending on whether they use an electrostatic field or a
magnetic field to focus the electron beam. To better understand how these
lenses work, let’s take a step back and look at how electrons can be

deflected in an electrstatic feld.
DEFLECTORS:

Electrons are negatively charged particles and travel through the
electron column at high energy and high speed. One way to deflect these
particles is 1o let them travel through an electric field generated by two
plates wt potential +U and -U, Under the influence of the electric field, the
electron is deflected at an angle that depends on the electron energy, the
electric field applied in between the plates, and the length of the plates.
The faster, or the more energetic the electron, the smaller the deflection
angle. The higher the electric field and the longer the plates. the bigger
the deflection angle. A device consisting of two plates at differemt
potential 15 called a deflector.

To get an electrostatic lens, one could think of mirroring the effect
of a deflector, such that the outer electrons traveling off the optical axis
can be focused on the same point, whenever there is a lens effect, the
energy of the beam changes, meaning that the electrons either accelerate

ot decelerate. This can be done simply by having an aperture on dilfferent
potential around the beam.




ELECTROSTATIC LENSES:

Electrostatic lenses consist of metallic plates connected to high
voltage with an aperture that the electron beam travels through, Single-
aperture lenses consist of a single metallic plate at high voliage and can
olten be found in electron sources. The single-aperture lenses can either
terminate an accelerating field or be followed by an accelerating field. In
the first case, the lens is positive, meaning that the beam converges into a
crossover, while in the second case, the lens is negative, meaning that the

beam diverges

——— |
_II— _[h
Fig 3.5

A two-gperture lens consists of two metallic plates at different
potential with aligned apertures. In an accelerating two-aperture lens, the
electric field is placed in between the two plates points at the wp plate,
The electrons that enter this lens will feel a strong lield that pushes them
closer to the optical axis. As they travel through the second plate, the
electrons feel an oppaosite force that pushes them towards the aperture. As
a total effect, this is a positive lens and the beam is focused in a plane

below the second plate.




A three-aperture Einzel lens consists of three plates with aligned
apertures, that can either have the same diameter, or a different one.
Einzel lenses are commonly used in electron optics for the advantage of
having an equal beam potential at the entrance and exit of the lens. The
three electrodes generate three lenses: the first and the third are positive,
where the electric field lines point towards the plates, and the second is
negative. The total lens is positive and the beam is focused on a plane
below the third lens.

MAGNETIC LENSES:

Magnetic lenses use the Lorentz force, that is proportional 1o the
electron charge and velocity, to deflect electrons. Magnetic lenses consist
of a metallic body (called the ferromagnetic circuit) that ends with two
pole pieces. The magnetic field is given by a coil positioned at the top of
the ferromagnetic circuit, The strength of the lens can be altered by
varying the magnetic field B, This is done by modifying the geometry of
the pole piece, namely the distance between the pole pieces, and the

current flowing into the coils (excitation).

THE SEM ELECTRON COLUMN:
The electron column consists of the electron source, where the
electrons are emitted, and a set of lenses. The electrons are condensed into
a beam by the condenser lenses and then focused onto the sample surface
by the final lens, also called the objectnve lens, as shown, The source tilt
and the scunming of the beam at the sample 15 done by coils at the source
and right above the final lens. All SEMs have an electron column with

electrostatic lenses and magnetic lenses [42],
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3.4 ENERGY DISPERSIVE X- RAY SPECTRUSCOPY:

Energy-dispersive X-ray spectroscopy (EDX) is a surface
analytical techmque where an electron beam hits the sample, exciting an
electron in an inner shell, causing its ejection and the formation of an
electran hole in the electronic structure of the element.

EDS analysis 15 also called

energy dispersive X-ray microanalvsis. It is an analytical technique used
for the glemental analysis or chemical charactenization of a sample. It
relies on an interaction of some source of X-ray excitation and a sample.
Its characterization capabilities are due in large part to the fundamental
principle that each element has a unigue alomic structure allowing a
unigue set of peaks on its X-ray emission spectrum. The results of EDS
analysis for the cracked surface of a BOF slag particle after autoclave
treatment is shown below. It can be seen that Ca is the dominant element

in the sample, although chlonde is also found in the sample.

fig 3.7

Energy-dispersive X-ray spectroscopy (EDS, EDX, or XEDS) 15 an
analytical technique used for the elemental analysis or chemical

characterization of a sample. It relies on the investigation of the




interaction of some source of X-ray excitation and a sample, Tis
characterization capabilines are due in large part to the fondamental
principle that each element has a unique atomic structure allowing unique
sets of peaks on s X-ray specttum. To stimulate the emission of
characteristic X-rays from a specimen, a high energy beam of charged
particles such as electrons or protons or a beam of X-rays is focused into
the sample being studied. At rest, an atom within the sumple contains
ground state (or unexcited) electrons in discrete energy levels or electron
shells bound to the nucleus. The incident beam may excite an electron mn
an inner shell, ejecting it from the shell while creating an electron hole
where the electron was. An electron from an outer, higher-energy shell
then fills the hole, and the difference in energy between the higher-energy
shell and the lower-energy shell may be released in the form of an X-tay.
The number and energy of the X-rays emitted from a specimen can be
measured by an energy-dispersive spectrometer. As the energy of the X-
ravs is characteristic of the difference in energy between the two shells,
and of the atomic structure of the element from which they were emitted,
this allows the elemental composition of the specimen to be measured

(431,
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RESULT AND DISCUSSION

4.1 CHARACTERIZATION USING XRD:

The structural characterization of the pure zinc oxide nanoparticles is
carried out by XRD method. The X-ray diffraction experiments are
camed out with a XPERT-PRO Diffraction system using the CuKe
radiation of wavelength 1.5406A. The type of the scan used is continuous

and ranging from 107 10 80°, The average grain size is calculated using

the Debye Scherrer formula,

D__Ed_

Qcos@
Where,

o D is the mean size of the ordered (crystalline) domains, which may

be smaller or equal to the grain size or the particle size. (nm)
o K isthe dimensionless shape factor, with a value close to unity (00.9)
® J is the wavelength of the X-Ray radiation [A =1,5406A ]
* [iis the line broadening at half the maximum intensity (FWHM)

o fis the angle of diffraction. (degree)

Fig(4.1) shows the XRD pattern for Zinc oxide nanoparticles prepared
using Carica Papaya leaf extruct as bio-reductant, The powder XRD
pattern for the pure ZnQ) nanoparticles with the high intensity peak
observed at 28 = 36.17 . The absence of impurity peaks reveals that ZnO
nanoparticles exhibit high crystalline quality.
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PEAK Position MEAN FWHM PARTICLE
HEIGHT(cts) | 286(DEGREE) | 8(DEGREE) B SIZE Dinm)
377.50 19.0996 9.5498 0. 1701 47.38400
9E6.34 23.94497 11.9749 0.1684 43.’2490]
73793 24 4482 12,2241 0.1677 45.495&1
740.09 26.6459 13.3230 0.1525 53.56106]
1513:15 29.5561 14,7781 (.9758 8.4241
589.07 30.4089 15.2045 0.1534 52.6976|
23417.70 31.6851 15.8425 0.2126 35,8624
16776.458 343485 17.1743 (0.20098 39.6521
37959.10 36.1725 180863 0.2224 37.5974
264.96 39.1063 19.5532 1.0241 8.2305
254 38 40,1050 20.0545 0.2189 38.6532)
7565.16 47.4670 23.7335 0.2576 33.7052
11069,03 56.5168 28.2584 0.2703 33.3842
88.32 60.8552 304276, 50095 18.0761
ulll.e4 62.7940 31.397 (.2798 33.2801
1162.43 66.3136 33.1568 0.2933 32.3702
5633.37 67.88(K) 3394 0.2976 32.1924
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319.27 81.3475 40.673 (L485K 21 .STZET
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The average size of zinc oxide nanoparticle 1s 33.3785 nm.




4.2 CHARACTERIZATION USING SEM:

Fig. 4.2 shows the SEM image for Zinc oxide nanoparticles
prepared using Canca Papaya leaf extract as bio-reductant. The
morphology of the prepared Zn0 nano powder was investigated by
Scanning electron microscopy (SEM). As shown in Fig.(4.2), the average
size of Zn0 nanoparticles was estimated to be around 70 - 100nm. The
SEM photograph shows that the powder was homogeneous and

agelomerated,
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Fig. (4.2) Scanning Electron Microscope [(SEM) image of ZnOnanoparticles




4.3 CHARACTERIZATION USING EDAX:

Fig(4.3) shows the EDAX spectrum for Zinc oxide nanoparticles
prepared using Carica Papaya leaf extract as bioreductant. EDAX
spectrum shows three peaks which are identified as zinc and oxygen.
Hence it can be seen that pure Zn0) nanoparticles can be prepared using

Carica Papaya leaf extract as bioreductant.
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Fig{4.3) Energy Dispersive X-ray analysis{EDAX) of Zn0

nanaparticles
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SUMMARY AND CONCLUSION
2 15UMMARY AND CONCLUSION:

Nano sized pure ZnO nanoparticles were synthesized using Carica
Papaya leaf extract as reducing agent. XRD, SEM and EDX analvsis
confirmed that the formation of nanoparticles of pure Zn0). From XRD
pattern the avernge grain size of the ZnO nanoparticles are found to be
around 33.3785nm. Compositional analysis using EDAX was performed
for the sample and is in very good agreement indicating atomic percentage
of Zn and O. From SEM image it is noted that the particles are held

together because of weak physical forces,
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